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Abstract:  Accurate and robust lane detection is a critical component of safe, stable autonomous driving 

systems that navigate vehicles efficiently. This work proposes an improved lane detection method by 

advanced image preprocessing and hybrid machine learning pipeline. The  frame combines traditional 

computer vision approaches with deep  literacy models to overcome issues related lighting conditions, 

occlusions, and road Inconsistencies. A large dataset has been used for training and testing the model to 

achieve better precision in accuracy and near- real-time performance. The experiments carried out 

demonstrate that our technique supersedes the baseline techniques in terms of accuracy, recall, and 

robustness. Some takeaways have been shared toward building scalable, adaptive lane detection systems in 

real-world driving scenarios. 

 

Index Terms - Autonomous Driving, Lane Detection, Prepro- cessing, Machine Learning, Deep 

Learning, Computer Vision, Real-time Systems 
 

 

I. INTRODUCTION 

The breakthrough of self-driving tech has greatly changed the car business, with lane seeing as a key 

skill for safe and smart car use. Lane seeing systems take charge of rightly spotting lane markings on the 

way, which is very important for vehicle control, path planning, and navigation. But, the job of rightly 

spotting lanes faces many challenges; these include different weather conditions, shadows, blocking sights, 

and all kinds of road types. 

 

This paper presents a new methodology that merges classical image processing techniques with modern 

machine learning approaches to improve the accuracy and robustness of lane detection. The proposed 

methodology focuses scalability towards different driving environments, thereby ensuring wide 

applicability after minimal retraining. The rest of this paper is structured as follows. Section II reviews 

related work; Section III describes the datasets used; Section IV outlines preprocessing techniques; Section 

V gives details on methodology; experimental results are presented in Section VI; visualization and 

interpretability are discussed in Section VII. Limitations and future work are covered in Section VIII. The 

conclusion is in Section IX. 
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II. RELATED WORK 

Lane detection has been a subject of long study, where the techniques used passed from the 

conventional algorithm based on rules to approach using deep learning. 

A. Traditional Methods 

The lane detection was mainly through edge detection and Hough transforms in earlier works. These 

methods performed well under laboratory conditions but failed mostly in noisy, occluded, and lit scenes. 

For example, noise greatly affects the Hough transform and can lead to false positives when there is 

clutter in the scene. Moreover, traditional methods require much parameter tuning; hence, they do not 

generalize well to other environments. Since features are handcrafted, they cannot be adapted much; 

thus, less suited for the dynamic nature of driving. 

B. Deep Learning Approaches 

The position of deep learning at this moment in lane detection has given rise to models such as Spatial 

CNN (SCNN), LaneNet, and PolyLaneNet which are based on convolutional neural networks. They 

learn hierarchically from raw images, creating a breathtaking performance boost for detection itself. 

Much of the best-performing current technology is in forms that are not very interpretable and will fail 

badly on edge cases like unusual markings or complicated intersections. Another problem with this 

approach is the necessity of large labeled datasets, making it difficult in terms of both collection and 

annotation. In addition, such models would be computa- tional heavy considering the resources required 

for training as well as inference. 

C. Emerging Techniques 

Recent progress in transformer models and multitasking has opened up new ways to detect things 

simultaneously and classification tasks. These could make the model adapt better under varying driving 

conditions, thus being likely candidates for upcoming lane detection systems. Besides, attention 

mechanisms have already proven their potential in improving the focus of models on relevant features, 

leading to accuracy improvement under very tricky scenes unsupervised and semi- supervised learning 

can take advantage of unannotated data , especially when annotated data is sparse or too costly to create. 

also, generative models help in augmentating datasets by creating different training situations which would 

help in making the model robust 

III. DATASET DESCRIPTION 

We utilize two primary datasets for training and evaluating our lane detection model: the TuSimple lane 

detection dataset and the BDD100K dataset. Each dataset provides annotated lane markings under diverse 

driving conditions, which is essential for developing a robust model. 

A. TuSimple Dataset 

The TuSimple dataset focuses primarily on highway lanes and consists of: 

**Content:** 6,400 lane-annotated images, these images mainly have clear lane separation. Only 

highway cases need to be segmented and top-down based on the dataset with a focus on the behavior of 

the road in a high-speed scenario. The images are also gathered from unique cameras on vehicles in 

diverse perspectives and situations. 

**Challenges:** Limited variability in environmental conditions, which may affect model 

generalization to urban or rural settings. The data collection is mainly done on high way for testing, which 

does not reflect on urban driving scene where lane markings our not clear or are fully covered by other 

vehicles and obsta- cles. Moreover, we do not have a variety of weather conditions in the dataset, which 

would affect the robustness of the model in real scenarios. The limitation for the model to perform reliably 

across all scenarios is the dataset does not contain all nighttime or adverse weather conditions. To mitigate 

these constraints future work might focus on augmenting the dataset with synthetic images generated at 

different conditions. 

B. BDD100K Dataset 

The BDD100K dataset encompasses urban scenarios with significant variations in weather, time-of-day, 

and occlusion: 

**Content:** Includes 100,000 images with varied lane markings and environmental conditions, 

making it a comprehensive dataset for training. The collected dataset contains diverse driving conditions 

(e.g., sunny, rainy, night) that are essential for developing generalizable models. This is why having so 

much data is necessary; it can be useful by training and validating the model on data until the model can 

finally generalize. The dataset contains also annotations for individual driving tasks (e.g., lane change, 

turning) which can be useful for multi-task learn- ing approaches.     
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**Advantages:**  Contains auxiliary labels including time stamps, GPS coordinates, and lighting 

condition tags, enabling performance benchmarking in specific scenarios. This helps to train models to 

adapt to varied driving conditions and environments. Also, the large amount of data allows the model to 

learn diverse lane types and layouts that increases its generalization. Moreover, by incorporating a variety 

of scenarios, the performance of the model can be assessed across different contexts, revealing its strengths 

and weaknesses. 

• By combining these datasets, the model can be made robust across different geographies and 

situations, improving the ability of the model to generalize into never-before-seen environments. 

The data is divided into train, validation and test sets so that the model can be tested on data that 

it has not seen in order to estimate its suitability to be used in the wild. The success of the lane 

detection system heavily relies on the correct selection and refining of these datasets. 

IV  PREPROCESSING  TECHNIQUES 

Effective preprocessing is crucial for improving model input   quality and training convergence. 

The following techniques are employed: 

• Grayscale Conversion: Simplifies the image data, reduc- ing computational cost while retaining 

structural informa- tion crucial for lane detection. This step helps in focusing on the essential 

features of the image without the distrac- tion of color information, which is often unnecessary for 

lane detection tasks. By converting images to grayscale, we can streamline the processing pipeline 

and enhance the model’s efficiency. 

• Gaussian Blur: Reduces noise and smooths the image, which is essential for effective edge 

detection. By ap- plying a Gaussian filter, we can minimize the impact of small variations in 

pixel intensity that could lead to false detections. This step is particularly important in real- world 

scenarios where images may contain various types of noise, such as sensor noise or environmental 

artifacts. 

• Canny Edge Detection: Identifies lane edges by detect- ing strong gradients, providing a clear 

representation of lane boundaries. This technique is particularly effective in highlighting the edges 

of lane markings, which are critical for accurate detection. The Canny method is preferred due to 

its ability to reduce noise while maintaining edge integrity, making it a reliable choice for lane 

detection tasks. 

• Region of Interest (ROI): Masks irrelevant parts of the image to focus detection on the lane 

area, thereby improving the efficiency of the model by reducing the input size and complexity. By 

defining a polygonal region that encompasses the expected lane area, we can eliminate unnecessary 

background information, which can confuse the model. This targeted approach allows the model 

to concentrate on the most relevant features for lane detection. 

• Perspective Transformation: Converts the image to a bird’s-eye view for easier lane interpretation, 

enhancing the model’s ability to detect lanes accurately by providing a more intuitive representation 

of the road layout. This transformation allows the model to better understand the spatial relationships 

between lane markings, making it easier to predict lane trajectories. The bird’s-eye view is 

particularly useful in scenarios where lane markings are not clearly visible from the original 

perspective, as it provides a clearer context for the model to analyze the road structure. 

• Normalization: Rescales pixel values to a common range, which enhances training stability and 

convergence, ensuring that the model learns effectively from the input data. Normalization helps in 

mitigating the effects of varying lighting conditions across different images, which is crucial for 

maintaining consistent model performance. This step ensures that the model is not biased towards 

certain pixel intensity ranges, allowing for more uniform learning. Additionally, normalization can 

help in speeding up the convergence of the training process, leading to faster model development. 

• Histogram Equalization: Enhances contrast in images, making lane markings more distinguishable, 

especially in low-light conditions. This technique redistributes the intensity values of the image, 

improving the visibility of lane markings and making them easier for the model to detect. By 

enhancing the contrast, we can ensure that subtle lane markings are not lost in the background noise, 

which is particularly important in challenging lighting conditions. This preprocessing step can 

significantly im- prove the model’s ability to detect lanes in diverse envi- ronments. 

• Adaptive Thresholding: Dynamically adjusts the thresh- old for binarization based on local pixel 

intensity, im- proving edge detection in varying lighting conditions. This method allows for better 

differentiation between lane markings and the road surface, particularly in challenging environments 

where lighting can change rapidly. By adapting to local variations, the model can maintain high 

detection accuracy even in less-than-ideal conditions. This technique is particularly useful in urban 
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settings where shadows and reflections can obscure lane mark- ings. 

These preprocessing steps are critical in ensuring cleaner input to deep learning models, significantly 

reducing false positives in lane detection and improving overall model per- formance. Each step is 

designed to enhance the quality of the input data, making it more suitable for the subsequent feature 

extraction and model training processes. The careful implementation of these techniques not only 

improves the model’s accuracy but also contributes to its robustness in real- world applications. 

V. PROPOSED METHODOLOGY 

The proposed hybrid method integrates several advanced techniques to enhance lane detection: 

A. Feature Extraction 

Feature extraction is a crucial step in the lane detection pipeline. We utilize a combination of classical 

and deep learning techniques to extract relevant features from the input images. 

1) Classical Feature Extraction: Traditional methods such as Sobel filters and Canny edge detection 

are employed to identify edges and contours in the images, which are essential for lane marking 

detection. These methods provide a solid foundation for understanding the basic structure of the lanes, 

allowing the model to capture important geometric features that are indicative of lane markings. The 

use of classical techniques also helps in reducing the computational burden on deep learning models 

by providing them with cleaner input data. Furthermore, these methods can be easily imple- mented 

and require less computational power compared to deep learning approaches, making them suitable for 

real-time applications. 

2) Deep Learning Feature Extraction: We employ a pre- trained CNN model (e.g., ResNet) to extract 

high-level features from the images. The model is fine-tuned on our dataset to adapt to the specific 

characteristics of lane markings. This transfer learning approach allows us to leverage the knowledge 

gained from large datasets, improving the model’s performance on our specific task. The deep 

learning model is capable of learning complex patterns and relationships in the data, which are often 

difficult to capture using tradi- tional methods alone. Additionally, the integration of dropout layers 

and batch normalization enhances the model’s ability to generalize, reducing the risk of overfitting. 

The use of advanced architectures such as U-Net or SegNet can further improve segmentation accuracy 

by providing a more detailed understanding of the lane structure. 

B. Machine Learning Models 

We explore various machine learning models for lane de- tection, including: 

• Convolutional Neural Networks (CNNs): For pixel- wise segmentation of lane markings, CNNs 

are par- ticularly effective due to their ability to learn spatial hierarchies of features from images. 

By stacking multiple convolutional layers, the model can capture complex pat- terns and structures 

that are indicative of lane markings. The use of dropout layers and batch normalization further 

enhances the model’s ability to generalize. Additionally, CNNs can be combined with fully 

connected layers to improve the final classification results. 

• Recurrent Neural Networks (RNNs): To capture tem- poral dependencies in sequential frames, 

enhancing the model’s ability to track lanes over time. RNNs are beneficial in scenarios where lane 

markings may change rapidly, such as during lane changes or in the presence of dynamic obstacles. 

By utilizing Long Short-Term Mem- ory (LSTM) units, the model can maintain context over longer 

sequences, improving its predictive capabilities and ensuring smoother lane tracking. The 

integration of RNNs allows the model to leverage historical infor- mation, which is crucial for 

maintaining lane detection accuracy in dynamic environments. 

• Ensemble Learning: Combining predictions from multi- ple models to improve accuracy and 

robustness, leverag- ing the strengths of different architectures. This approach can mitigate the 

weaknesses of individual models, leading to a more reliable lane detection system. Techniques such 

as bagging and boosting can be employed to create a robust ensemble that capitalizes on the 

diversity of the models, allowing for improved performance across various conditions. Ensemble 

methods can also help in reducing variance and bias, leading to more stable predictions. 

• Attention Mechanisms: Incorporating attention layers to allow the model to focus on relevant parts 

of the image, improving detection accuracy in complex scenes. Attention mechanisms help the model 

prioritize important features, which is particularly useful in cluttered environ- ments where lane 

markings may be obscured. This can be implemented through self-attention or spatial attention 

techniques, allowing the model to dynamically adjust its focus based on the input data, thus enhancing 

its ability to detect lanes in challenging scenarios. The use of attention can also facilitate better 

interpretability, as it provides insights into which features the model considers most important for its 

predictions. 
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C. Pipeline Architecture 

The overall architecture of the proposed lane detection system consists of the following stages: 

• Input Layer: Receives raw images from the camera, which serve as the primary data source for lane 

detection. This layer is designed to handle various image resolutions and formats, ensuring 

compatibility with different camera systems. The input layer is crucial for maintaining the integrity 

of the data as it flows through the network. 

• Preprocessing Module: Applies the preprocessing tech- niques outlined in Section IV to prepare the 

images for feature extraction. This module ensures that the input data is clean and suitable for the 

subsequent analysis, significantly enhancing the model’s performance. The preprocessing steps are 

designed to be efficient, mini- mizing the time taken to prepare each frame for analysis while 

maximizing the quality of the input data. 

• Feature Extraction Module: Utilizes both classical and deep learning methods to extract 

relevant features from the preprocessed images. This dual approach allows for a comprehensive 

understanding of the lane markings, combining the strengths of traditional image processing with 

modern deep learning techniques. The output of this module is a set of feature maps that highlight 

the most relevant information for lane detection, which is crucial for the subsequent modeling 

phase. 

• Modeling Module: Implements the selected machine learning models for lane detection, including 

CNNs and RNNs. This module is responsible for the core detection process, where the model learns 

to identify lane mark- ings based on the extracted features. The integration of multiple models can 

be achieved through a modular archi- tecture, allowing for easy experimentation with different 

configurations. This flexibility is essential for optimizing performance based on specific driving 

conditions and ensuring that the model can adapt to various scenarios. 

• Post-processing Module: Applies techniques such as polynomial curve fitting and Kalman filters 

to refine the detected lane boundaries and ensure temporal consis- tency. This step is crucial for 

smoothing the detected lanes and reducing jitter in the output, which is particularly important for 

real-time applications. The post-processing module enhances the usability of the lane detection 

results by providing a more stable output, which is vital for the safe operation of autonomous 

vehicles. Additionally, this module can incorporate feedback mechanisms to continuously improve 

lane detection accuracy based on real-time data. 

• Output Layer: Provides the final lane markings over- laid on the original image for visualization. 

This layer presents the results in a user-friendly format, allowing for easy interpretation of the 

model’s predictions. Addi- tionally, it can include metrics such as confidence scores for each 

detected lane, providing further insights into the model’s performance. The output layer is 

designed to facilitate integration with other components of an au- tonomous driving system, 

ensuring that lane information can be effectively utilized for navigation and control. 

VI. EXPERIMENTAL SETUP & RESULTS 

Experiments were conducted using PyTorch on an NVIDIA RTX 3090 GPU. The dataset was split 

into 70% training, 15% validation, and 15% testing. The model achieved the following performance 

metrics: 

• Accuracy: 96.4% 

• Precision: 94.1% 

• Recall: 92.7% 

• F1-Score: 93.4% 

• Inference Time: 0.045s/frame (22 FPS), demonstrating real-time applicability and efficiency. 

Comparative analysis shows superior performance against SCNN ( F1 = 90.3%) and LaneNet (F1 = 

91.2%). Ablation studies confirm the importance of preprocessing and temporal modules. Additional 

experiments on foggy and nighttime scenarios showed only a marginal performance drop (approx.3–

5%), confirming robustness across challenging conditions. These results highlight the effectiveness of 

the proposed methodology in enhancing lane detection capabilities. 

Furthermore, we conducted a series of experiments to evaluate the model’s performance under various 

conditions, including different weather scenarios, lighting conditions, and road types. The results indicate 

that the model maintains high accuracy even in adverse conditions, demonstrating its potential for real-

world applications. The robustness of the model was further validated through cross-validation tech- 

niques, ensuring that the performance metrics are reliable and not overly optimistic. 
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Fig. 1. Detected lanes using the proposed method on a sample test image, illustrating the model’s 

effectiveness in various conditions. 

 

VII. VISUALIZATION & INTERPRETABILITY 

Understanding model decisions is crucial for trust and reliability in autonomous systems. We apply 

several techniques to enhance interpretability: 

• Grad-CAM: Highlights input regions contributing to lane predictions, providing visual explanations 

for model decisions and helping engineers understand the model’s focus areas. This technique allows 

for a better understand- ing of how the model interprets different features in the input images, 

enabling targeted improvements in model architecture and training. 

• Activation Maps: From deeper layers of the CNN show semantic relevance, helping to understand 

which features are most influential in lane detection and allowing for targeted improvements. By 

analyzing activation maps, we can identify which parts of the image the model considers important 

for making predictions, thus guiding further refinements in the model architecture. 

 
 

Fig. 2. Performance comparison of the proposed model against baseline models in terms of F1-

Score. 

 

 

• Temporal Visualization: Frame-by-frame analysis helps identify model drift and inconsistencies 

over time, al- lowing for targeted improvements and adjustments to the model. This analysis is 

essential for ensuring that the model maintains performance across different driving scenarios, 
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particularly in dynamic environments where lane markings may change rapidly. 

• Feature Importance Analysis: Utilizes techniques such as SHAP (SHapley Additive 

Explanations) to quantify the contribution of each feature to the model’s predictions, providing 

insights into which aspects of the input data are most critical for accurate lane detection. This 

analysis can guide further feature engineering and model refinement, ensuring that the model 

focuses on the most relevant features for lane detection. By understanding feature importance, we 

can prioritize data collection efforts and improve the overall model performance. 

These insights allow engineers to debug and fine-tune the system, increasing model transparency and 

trust, which is essential for deployment in real-world applications. By un- derstanding how the model 

makes decisions, we can ensure that it operates reliably and safely in various driving con- ditions. 

Furthermore, interpretability techniques can facilitate communication with stakeholders, including 

regulatory bodies and end-users, by providing clear explanations of the model’s behavior. 

 

VIII. LIMITATIONS & FUTURE WORK 

Despite promising results, several challenges remain: 

• Night and Fog: Performance drops under extreme low- light or dense fog conditions, necessitating 

further re- search into robust feature extraction techniques that can handle such scenarios. Future work 

may involve the integration of infrared imaging or thermal cameras to enhance visibility in low-light 

conditions, allowing the model to detect lane markings more effectively. Addition- ally, exploring the 

use of generative adversarial networks (GANs) to synthesize training data for these challenging 

conditions could improve model robustness. 

• Dynamic Occlusions: Sudden objects (e.g., pedestrians, vehicles) can affect accuracy, highlighting 

the need for improved object detection integration to enhance lane de- tection in crowded 

environments. Implementing a multi- task learning framework that simultaneously detects lanes and 

obstacles could mitigate this issue, ensuring that the model can adapt to changing environments. 

This could involve the use of advanced tracking algorithms to maintain lane detection accuracy even 

when occlusions occur. 

• Generalization: Some failure cases were observed on unfamiliar road structures, indicating a need 

for more diverse training data that encompasses a wider variety of road types and conditions. 

Expanding the dataset to include more geographical diversity and different road layouts will be 

crucial for improving model robustness. Collaborating with municipalities to gather data from 

various regions can enhance the model’s adaptability. Ad- ditionally, leveraging synthetic data 

generation techniques could help create diverse training scenarios. 

• Hardware Constraints: Real-time performance may de- grade on lower-end devices, suggesting the 

need for model optimization and compression techniques to ensure that the system can run efficiently 

on a range of hardware. Techniques such as model pruning and quantization could be explored to 

reduce the model size and computational requirements, making it feasible for deployment in con- 

sumer vehicles. Furthermore, exploring edge computing solutions could enable real-time processing 

without re- lying heavily on cloud resources, thus enhancing the system’s responsiveness and 

reliability in various driving conditions. 

• Real-World Testing: While the model performs well in controlled environments, real-world testing 

is essential to evaluate its performance under unpredictable conditions. Conducting extensive field 

tests will help identify addi- tional challenges and areas for improvement, ensuring that the model 

can handle the complexities of real- world driving scenarios. This includes testing in various 

geographical locations and under different traffic con- ditions to assess the model’s adaptability. 

Collaborating with automotive manufacturers for pilot programs could provide valuable insights into 

real-world performance. 

Addressing these issues requires multi-modal inputs (e.g., LiDAR) and real-time adaptation mechanisms 

to enhance detection capabilities, ensuring that the system remains reliable across different driving 

scenarios. Future research should focus on integrating additional sensors and developing adaptive al- 

gorithms that can learn from new data in real-time. This could involve leveraging reinforcement learning 

techniques to allow the model to continuously improve its performance based on feedback from its 

environment. Additionally, exploring the in- tegration of vehicle-to-everything (V2X) communication 

could provide contextual information that enhances lane detection accuracy. 
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IX. CONCLUSION 

 

This paper presents a hybrid approach to lane detection using advanced preprocessing and deep learning 

techniques. Extensive evaluation demonstrates superior performance over conventional models, 

highlighting the effectiveness of the proposed methodology. In the future, we plan to: 

• Incorporate LiDAR and radar data for sensor fusion, en- hancing detection accuracy in complex 

environments and improving the model’s ability to handle diverse scenarios. This integration will 

allow for a more comprehensive understanding of the vehicle’s surroundings, enabling better 

decision-making in real-time. 

• Deploy the model on automotive-grade edge devices, ensuring real-time performance in practical 

applications and facilitating the integration of lane detection systems into existing autonomous 

vehicle architectures. This will involve optimizing the model for deployment on plat- forms with 

limited computational resources, ensuring that it can operate efficiently in real-world conditions. 

• Extend the framework to include lane change prediction, contributing to more comprehensive 

autonomous driving systems that can anticipate and react to dynamic driving conditions. This will 

involve developing algorithms that can predict the behavior of other road users and adjust the 

vehicle’s trajectory accordingly, enhancing overall safety. 

• Collect and label more diverse data for generalization, improving the model’s adaptability to 

various driving conditions and ensuring robust performance across differ- ent geographical regions. 

Collaborating with automotive manufacturers and municipalities could provide access to a wider 

range of driving scenarios, enriching the training dataset. This effort will be crucial in ensuring that 

the model can effectively handle the complexities of real- world driving environments. 

• Investigate the integration of reinforcement learning tech- niques to further enhance the model’s 

decision-making capabilities in real-time driving scenarios. This could involve training the model 

in simulated environments to improve its ability to adapt to new situations and learn from 

experience, ultimately leading to a more intelligent and responsive lane detection system. By 

incorporating feedback loops, the model can continuously refine its predictions based on real-world 

interactions. 

This work contributes a scalable and interpretable system suit- able for real-world autonomous 

driving applications, paving the way for safer and more efficient transportation systems. By 

addressing the challenges identified and implementing the proposed future directions, we aim to 

enhance the reliability and effectiveness of lane detection systems in diverse driving environments. 

The ongoing evolution of autonomous driving technology necessitates continuous research and 

development to ensure that lane detection systems remain at the forefront of innovation, ultimately 

contributing to the advancement of intelligent transportation systems. 

ACKNOWLEDGMENT 

We thank the open-source community and datasets like TuSimple and BDD100K for enabling 

this research. Special thanks to NVIDIA for hardware support, which facilitated the extensive 

computational requirements of our experiments. We also appreciate the contributions of our 

colleagues and mentors who provided valuable feedback throughout the re- search process, 

helping to refine our approach and improve the overall quality of this work. Additionally, we 

acknowledge the support from funding agencies that made this research possible. Their 

commitment to advancing technology in the field of autonomous driving has been instrumental in 

driving innovation and fostering collaboration among researchers and industry professionals. 

 

REFERENCES 

 

[1] Neven, D., Brabandere, B. D., Georgoulis, S., Proesmans, M., & Gool, L.V. (2018). Towards end-

to-end lane detection: an instance segmentation approach. In IEEE IV Symposium. 

[2] Pan, X., Shi, J., Luo, P., Wang, X., & Tang, X. (2018). Spatial as deep: Spatial CNN for traffic 

lane detection. In AAAI. 

[3] TuSimple lane detection benchmark. https://github.com/TuSimple/ tusimple-benchmark 

[4] BDD100K Dataset. https://bdd-data.berkeley.edu/ 

[5] He, K., Zhang, X., Ren, S., & Sun, J. (2016). Deep residual learning for image recognition. In 

CVPR. 

[6] Zhou, Q., Zhang, Y., Wang, X., & Wang, Q. (2020). Multi-task learning for real-time lane 

detection. In IEEE Transactions on Intelligent Trans- portation Systems. 

http://www.ijcrt.org/
https://github.com/TuSimple/
https://github.com/TuSimple/tusimple-benchmark
https://bdd-data.berkeley.edu/


www.ijcrt.org                                                         © 2025 IJCRT | Volume 13, Issue 4 April 2025 | ISSN: 2320-2882 

IJCRT2504916 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org h805 
 

[7] Hou, Y., Ma, Z., Liu, C., & Loy, C. C. (2019). Learning lightweight lane detection CNNs by self 

attention distillation. In ICCV. 

[8] Liu, M., Liu, X., Ma, Y., & Fan, Y. (2021). An interpretable deep learning system for lane 

detection in autonomous vehicles. In Sensors. 

[9] Chen, L. C., Papandreou, G., Schroff, F., & Adam, H. (2018). DeepLab: Semantic image 

segmentation with deep convolutional nets, atrous convolution, and fully connected CRFs. In 

IEEE Transactions on Pattern Analysis and Machine Intelligence. 

[10] Xu, Y., Wang, Y., & Zhang, Y. (2021). A survey on deep learning for lane detection. In IEEE 

Access. 

[11] Wang, Y., Zhang, Y., & Wang, Q. (2020). A comprehensive review of lane detection methods. 

In Journal of Transportation Safety & Security. 

[12] Kim, J., Kim, H., & Kim, J. (2021). Real-time lane detection using deep learning: A review. In 

IEEE Access. 

[13] Chen, Y., Wang, Y., & Zhang, Y. (2020). Lane detection based on deep learning: A review. In 

Journal of Intelligent Transportation Systems. 

[14] Zhang, Z., Wang, Y., & Zhang, Y. (2019). A novel lane detection method based on deep learning 

and image processing. In IEEE Transactions on Intelligent Transportation Systems. 

[15] Li, Y., Wang, Y., & Zhang, Y. (2021). A comprehensive review of lane detection methods based 

on deep learning. In Journal of Transportation Engineering. 

[16] Yang, Y., Wang, Y., & Zhang, Y. (2020). Real-time lane detection using deep learning and image 

processing techniques. In IEEE Transactions on Intelligent Transportation Systems. 

    

http://www.ijcrt.org/

