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Abstract: Agriculture is a backbone of the global economy, and empowering farmers with advanced
technology and tools can enhance productivity and sustainability. Traditional agricultural methods were based
on manual tools, natural fertilizers, practices like crop rotation and rainwater harvesting to sustain productivity
and soil health. Farmers used their predictive, observational knowledge for weather, crop prediction and
recommendation natural pest control remedies, though these methods lacked scalability and resilience against
environmental changes. Machine learning offers a promising solution by providing the prediction and
recommendation capabilities by analyzing vast datasets, including soil, weather, and crop patterns, to forecast
yields, recommend and predict suitable crops, and optimize fertilizer usage. This paper proposes a machine
learning-based crop, fertilizer recommendation and prediction, weather and rainfall prediction. The system
uses 4 features for crop prediction, 8 features for crop recommendation, 9 features for fertilizer
recommendation and 7 features for yield prediction. Along with tools for farmer’s assistance like news feed,
chatbot support. We evaluate four models—Decision Tree Classifier, Random Forest Classifier, Random
Forest Regressor and Statistical Analysis —showing that the models achieve high accuracy by leveraging
data-driven patterns, feature importance analysis to optimize predictions and recommendations for
agricultural needs.

Index Terms - Machine learning, Agriculture, prediction, Recommendation, Decision Tree, Random Forest
classifier, Random Forest Regressor, Statistical Analysis, Recall, F1 score.

. INTRODUCTION

Agriculture has been the backbone of many nations and civilizations for centuries. However, agriculture these
days are facing many challenges including weather patterns, declining soil fertility and lack of technology
involvement. Farmers often rely on traditional methods to make critical decisions which may lead to economic
loss. Despite traditional practices has given us results but there are many cases where farmers are failing
miserably due to the decisions that they are making by trusting the traditional methods.

This project seeks to develop a reliable user-friendly interface where farmers are assisted with predicting
suitable crops, recommends fertilizers, forecasts rainfall and estimates yields using the localized datasets. The
system is designed with a focus on assisting farmers where the farmers with basic information of the specific
region and soil could easily get predictions and recommendations. By these machine learning based predictions
and recommendations farmers of any scale would have technical support which is lacking these days. This
project aims to empower farmers with a unified and intelligent platform. Furthermore, the methodologies
integrated into this project contribute to enhancing agricultural practices and promoting sustainable farming
solutions for diverse regions.
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Il. LITERATURE SURVEY

In recent years, research in agriculture has focused on developing particular models like crop prediction,
fertilizer recommendations, rainfall forecasting and yield estimation.While this work includes all these models
in a single interface which was not developed earlier. Some of the existing works have been described below:

Agriculture in Tamil Nadu faces multiple challenges, including fluctuating weather patterns, resource
constraints, and inefficient crop management. To address these issues, Mahalakshmi B et al. [1] proposed a
machine learning-based system using the Adaptive Neuro-Fuzzy[16] Inference System (ANFIS) for crop and
fertilizer recommendations. By analysing soil type, season, and water availability, the system enhances crop
productivity and decision-making. However, its reliance on quality data and implementation complexity pose
barriers to large-scale adoption.

Building on this, Rohini Jadhav and Pawan Bhaladhare [2] developed an online machine learning
application that provides tailored recommendations for crops, fertilizers, and disease prevention. For accurate
soil nutrient measurement, their approach combines voting classifiers and artificial neural networks, backed by
a pH-reading device. Although the application is easy to use and efficient at increasing yields, many farmers
may not be able to utilise it due to its 22 crop limit, reliance on high-quality data, and technical difficulties.

To further improve agricultural decision-making, Harshitha Reddy Vaddi et al. [3] proposed a region-
specific machine learning solution for crop, fertilizer, and yield recommendations. The algorithm generates
precise forecasts and adjusts to climatic changes by examining 14 years of agricultural data. Despite its user-
friendliness and productivity boost, issues like data reliability, farmers’ lack of technological knowledge, and
expensive expenses must be resolved for widespread adoption.

Rainfall is a major determinant of crop productivity, hence precise weather forecasting [12][14] is crucial for
agricultural planning. A rainfall forecasting ML model was presented by C. Vijayalakshmi, K. et al. [4]
utilising ARIMA and Linear Regression. By accurately forecasting annual and seasonal rainfall trends, this
approach helps reduce risk. Prediction reliability may be impacted, nevertheless, by its dependence on past
data, preprocessing needs, and sensitivity to data volatility.

Organic farming is viewed as a viable choice as climatic unpredictability increases, despite its drawbacks,
which include lower yields and higher expenses. Through the provision of data-driven crop suggestions and
rainfall forecasts, Murali E et al. [5] investigated the function of data mining in optimising organic agriculture.
Although the strategy improves productivity and food security, problems with scalability, market accessibility,
and knowledge gaps prevent broad adoption.

It was looked into how deep learning and machine learning work in smart farming by Ms. Preeti Dhoke et al.
[6] in order to further optimise farming operations. The method reduces labour requirements[20] while
increasing yields and efficiency by combining crop recommendations, fertiliser recommendations, and soil
classification. On the other hand, the high expenses, technical intricacy, and reliance on internet access pose
difficulties, especially for farmers who can face system malfunctions and privacy concerns.

To maximise productivity, crop prediction is essential. Akshay Kumar Gajula et al. [7] presented a method
that uses the K-Nearest Neighbours (KNN) algorithm to forecast appropriate crops depending on soil quality
and temperature. Through an easy-to-use web interface, this offers fertiliser recommendations, improves
decision-making, and lowers expenses. Yet, its overall dependability and usability are impacted by data
restrictions, weather patterns, and computational complexity.

A crop recommendation system that combines Ant Lion Optimisation (ALO) and Decision Tree (DT)
algorithms was proposed by Dr. J. Avanija et al. [8] in order to improve forecasting capacities. The system
increases production and sustainability by examining environmental parameters like soil, climate, and water
availability. Its dependence on high-quality data, issues with scalability, and resource limitations, however,
might make adoption difficult, particularly for small-scale farmers.
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Moving forward, Mrs. Manju M et al. [9] presented “Smart Fields,” a system that combines I0T sensors and
machine learning to optimise agriculture through real-time monitoring of environmental and soil data. This
method improves early disease detection, affordability, and resource efficiency. To maximise impact, however,
obstacles including high setup costs, data privacy concerns, and connectivity problems in remote places must
be addressed.

Beyond precision farming, it’s critical to reduce crop losses brought on by unforeseen weather conditions.
Using satellite imagery and meteorological data, Bhushan Fulkar et al. [10] investigated deep learning methods
such as CNNs and RNNs to forecast crop damage brought on by erratic rainfall. High prediction accuracy and
real-time analysis are provided, however successful deployment requires taking into account issues such data
quality dependency, implementation complexity, and accessibility for remote farmers.

Numerous deep learning and machine learning techniques for crop prediction, fertiliser recommendations,
and yield optimisation are examined in the reviewed papers, which enhance agricultural decision-making. Even
if models like CNNs, ANFIS, KNN, and Decision Trees improve prediction accuracy, problems like data
dependency, implementation complexity, and technology barriers still exist. Real-time monitoring and
automation are made possible by 10T integration and smart apps; however, adoption is hampered by problems
with accessibility, high setup costs, and connectivity. Adaptability to unanticipated weather changes is limited
by reliance on past data, but rainfall prediction [13] using ARIMA and deep learning can lessen climate risks.
The potential of Al-driven smart farming is often highlighted by these studies, which also stress the need for
better scalability, affordability, and user-friendly interfaces for farmers.

1. METHODOLOGY

Our goal in this work is to implement a combined platform which address the challenges faced by farmers.
The portal utilizes advanced machine learning[18] models to predict crops, recommend fertilizers, forecast
rainfall, and estimate crop yields. Using localized datasets, the portal provides region-specific information,
ensuring accuracy. It also integrates real-time features such as a payment system for secure transactions and
an NLP-powered chat-bot to deliver instant farming advice. By combining predictive analytics with a user-
friendly design, the platform enables farmers to maximize resources, improve productivity, and adopt
sustainable farming practices.

A. Model Selection

First, we must select suitable ML techniques, like crop and fertilizer categorization algorithms and regression
algorithms for yield prediction[17]. Use the training dataset to train all of these models, including XGBooster,
Random Forest, SVM, KNN, Decision Tree, and Gradient Boosting Regressor. Using ensemble techniques
like model stacking, which combines many models and evaluates the performance of individual models, to
improve accuracy, these predictions from several models are combined.

a. Crop Yield Prediction

Consider input features like season, state or district name, area, crop, rainfall, and temperature while training
the proper regression models, such as Random Forest and Gradient Boosting Regressor models. Examine each
model prediction in relation to actual yield data, and contrast performance indicators such as MSE and R-
Squared Error. The regression model with a high MSE and a low R-Squared Error, which falls between 0 and
1, will be chosen. When the user enters the area, the production is divided by the area to determine the [11]
crop yield. The forecast crop will be mapped to the production of this crop.

Yield= Production/Area
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ALGORITHMS USED:
i. Gradient Boosting Regressor:

For regression applications, the Gradient Boosting Regressor machine learning technique is an ensemble
learning strategy. In order to fix the mistakes of the preceding decision tree, it constructs other decision trees
sequentially. Using the proper metrics, the model's performance is assessed on the test data.such as R-squared
and MSE. Applying this model to our dataset yields an accuracy of 95.99% with a Mean Squared Error of
1165161756.950697 and an R-squared error of 0.9599.

ii. Random Forest Regression:

Random Forest is one type of controlled learning computation. It could be applied to both grouping and
relapse. There are trees in a wilderness. The more trees a forest has, the more robust it is supposed to be. To
increase precision and reduce overfitting, Random Forest generates many decision trees during training and
averages their predictions. A Random Forest Regressor model is initialized and trained using the training data.
Appropriate measures such as MSE and R-square are used to evaluate the model’s performance on the test
data. This model yields an MSE of 9060137041.06662 and an R-squared error of 0.9688, or 96.88% accuracy,
when applied to our dataset.

By comparing the overall variation in the actual values to the variance in the projected values, the R2
(coefficient of determination) assesses how accurate a prediction model is. It is calculated as calculated by
dividing the total squared differences between the mean and actual values by the sum squared differences
between the actual and predicted values. Better model performance is indicated by a higher R2 value that is
closer to 1.

The RMSE (Root Mean Squared Error) measures the average magnitude of errors in predictions by calculating
the square root of the mean of squared differences between predicted and actual values. A lower RMSE
indicates better predictive accuracy, as it reflects smaller deviations between the predicted and actual values.

b. Crop Recommendation and Fertilizer Recommendation

Utilizing input features like Rainfall, temperature, humidity, pH, nitrogen, phosphorus, potassium, and soil
type for crop recommendations [15], and crop type for fertilizer recommendation, train all the suitable
categorization models, such as Random Forest and Decision Tree, XG Booster, and KNN. Examine the
performance of the learned model with metrics like F1-score, recall, accuracy, and precision.

ALGORITHMS USED:

i. Decision Tree
Supervised learning methods, such as decision tree classifiers, are used for classification tasks. It recommends
crops with 90% accuracy, especially when used with our dataset.

ii. Random Forest

One ensemble learning technique that can be applied is the Random Forest Classifier for classification
problems like crop recommendation[20]. When used on our dataset, it yielded 99.31% accuracy for crop
recommendation and 99% accuracy for fertilizer suggestion.

iii. KNN
KNN calculates the distance between a new input—that is, a point with an uncertain output—and each other

point in the dataset using a chosen distance metric, most often Euclidean distance. When applied to our dataset,
it yields 97.5% accuracy, whereas for fertilizer recommendations, it obtained 96.77% accuracy.
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iv. XG Booster

eXtreme Gradient Boosting, or XGBoost, is a very efficient and sophisticated implementation of the Gradient
Boosting method. XGBoost is widely used in machine learning competitions and in many real-world
applications due to its speed, performance, and scalability. Is a Python package that applies gradient boosting
to produce precise and specialized computations. When used with our dataset, its crop recommendation
accuracy is 99.09%.

B. Model Training

The input parameters are obtained as command line arguments, and the chosen model is trained with the
training data. Apply performance metrics like MSE and R-Squared Error for regression models and accuracy,
precision, and recall for classification models to make predictions and assess the model on the testing set.
Verify the final model’s generalization performance by either holdout validation or cross validation.

Decision Tree: A non-parametric supervised learning approach called a decision tree is used for
both tasks involving regression and classification. A root node, branches, internal nodes, and leaf
nodes make up its hierarchical, tree-like structure.Decision tree learning employs a divide-and-conquer
strategy by conducting a greedy quest to find the best places for a tree to split. It can also be easily
overfitted.

Random Forest: To arrive at a single conclusion, Random Forest aggregates the output of several
decision trees. Its versatility and ease of use have encouraged its use because it addresses both
regression and classification issues. It is a strong algorithm that is impervious to noise and resistant to
overfitting.

K-Nearest Neighbors (KNN): An algorithm for non-parametric supervised learning is K-Nearest
Neighbors utilized for jobs involving both regression and classification. It operates by finding the ‘k’
closest data points to a given query point using a distance metric. The algorithm assigns a class or
predicts a value based on the majority vote or average of the neighbors.

C. Proposed Architecture

The architecture integrates ML models for rainfall forecasting, crop prediction, yield estimation, and fertilizer
suggestion to give farmers intelligent decision-making tools. Farmers are able to make well-informed
decisions based on real-time insights because to this system’s quick processing of agricultural data.

Random Forest Classifier
Random Forest Regressor
Decision Tree
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Agri KNN
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i i Pecformance Evaluation
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Fig.1: Proposed Architecture
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Techniques like SMOTE (Synthetic Minority Over-Sampling Technique) are used to balance agricultural data
because it can be region-specific and unbalanced. This guarantees that the models produce precise, region-
specific forecasts without favoring majority data points.

A variety of features, including data collecting, prediction models, recommendation systems, and real-time
tools, are integrated into the modular design of the Kisan Mitra Portal. To provide farmers with tailored advice,
the system pulls important agricultural parameters like soil characteristics, climate, and yield history.

D. Evaluation

Datasets used:

In this work we have used around 5 datasets for models such as crop prediction, crop recommendation,
fertilizer recommendation, rainfall prediction and yield prediction. Each dataset has more than thousands of
data.

Fig.2. Sample data from Dataset

Preprocessing involved compiling historical data on agricultural yields, soil properties, rainfall, weather, and
other factors for every district in India. After loading the dataset into a data frame, data preprocessing will be
carried out. This involves removing any unnecessary columns, substituting null and missing values, and
cleaning up the raw data because it was gathered in an unprocessed format that was not helpful for analysis.

The model was tested using metrices such as:

e Accuracy: Accuracy measures the proportion of correctly predicted crops out of all predictions,
reflecting the model's overall correctness.

Accuracy = True Positives + True Negatives
Total Number of Samples

e Precision: Precision measures the proportion of correctly predicted positive observations to total
predicted positives. In our work, it ensures accurate crop, fertilizer, and weather recommendations while
minimizing errors.

Precision= True Positives
True Positives + False Positives

e Recall (Sensitivity): Recall measures the proportion of actual positives correctly identified by the
model, focusing on capturing positive cases. In our work, it ensures accurate crop predictions, disease
detection, and weather risk assessment for farmers.
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Recall = True Positives
True Positives + False Negatives

e F1 Score: Our work uses the F1 score to balance recall and precision, ensuring both are given equal
weight. This is crucial for accurate disease detection, weather forecasting, and crop recommendations
in farming.

F1-Score =2*P*R

P +R
Model Accuracy Precision
Our Reference | Our Reference
Work Waork
Crop 85% 83.4% 90.9% B88.7%
Recommendation
Fertilizer 88% 79% 91.5% 83%
Recommendation
Crop Prediction 90% 81% 94.7% 89.3%

Fig.3. Summary of Prediction and Recommendation

E. Model Deployment

The model is used for real-time predictions after its performance is deemed satisfactory. By integrating the
system with the user interface, an interface is created that allows users to enter current data and obtain
recommendations and forecasts. As new data becomes available, we update the models and track their
performance over time. We created an interface that receives input from the user and returns predictions or
suggestions. For backend development, we utilized Python, whereas PHP is used for server-side scripting in
web applications.

The model makes predictions in real time after its performance is deemed satisfactory. By integrating the
system with the user interface, an interface is created that allows users to enter current data and obtain
recommendations and forecasts. As new data becomes available, we update the models and track their
performance over time. We created an interface that receives input from the user and returns predictions or
suggestions. For backend development, we utilized Python, while PHP is utilized for web application's server-
side scripting.

IV. RESULTS

After a thorough analysis, Random Forest is the best machine learning algorithm for forecasts and
recommendations. Our approach yielded excellent results, with a Random Forest yield forecast accuracy of
90% and an 88% fertilizer reccommendation accuracy. On the other hand, the crop suggestion has an accuracy
of 85%. When compared to the previous experiments, this approach achieved the best accuracy results and
overcome all of their flaws.

We created a webpage where the user must first choose between fertilizer recommendations, yield forecasts,
and crop recommendations. For example, if the user chooses to use the crop recommendation, they will be
taken to a screen where they must provide information such as "state,” "district,” "season," "crop,” and "area."”
They will obtain the crop yield as an output after submitting these.
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V. FUTURE SCOPE

Future versions of the model suggested in this study might incorporate more elements including crop supply-
demand analysis, retail price forecasts, and agricultural harvest predictions. Combining these elements helps
farmers choose which crops to plant, ensuring that their supply satisfies customer demands and maximizes
profitability. Accurate market demand forecasting is made possible by the proposed system's ability to
examine past pricing trends, demand variations, and seasonal variations. In the end, this will contribute to
steadier agricultural markets and higher farmer incomes by lowering overproduction or shortages.

Additionally, the model can be improved to provide suggestions for crop rotation plans, assisting farmers in
preserving soil fertility and minimizing pest outbreaks. The technology can recommend the optimal crop
sequences to improve sustainability and long-term productivity by examining past cultivation trends and soil
characteristics.

A data-independent solution could be developed in the future to guarantee that model performance is constant
across various formats and data sources. Despite the variations in data collection techniques, this flexibility
would enable farmers from various geographical areas to utilize the platform efficiently. In the end, these
developments would improve global food security and sustainability by making agriculture more resilient,
data-driven, and profitable.
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CONCLUSION

An important advancement in using technology to boost agricultural efficiency and productivity is visible in
the project. The platform meets crucial demands in prediction, suggestion, and trading for both farmers and
consumers by combining machine learning algorithms with user-centric technologies.

The technology provides farmers with actionable insights through precise rainfall, crop, yield, and fertilizer
forecasts, empowering them to make well-informed farming decisions. A strong agricultural marketplace is
promoted by the trade module, which offers a smooth interface for farmers to sell crops and consumers to
purchase high-quality goods. Furthermore, tools like a news feed, chatbot, and weather prediction guarantee
that farmers are informed and assisted in their endeavors.

The system'’s scalable architecture and modular design guarantee its adaptation to various datasets and
geographical locations, increasing its suitability for a range of agricultural contexts. Reliable and accurate
results are guaranteed by combining machine learning pipelines, decision trees, random forest methods, and
data preprocessing.

In summary, this work acts as a link between agriculture and technology, encouraging creativity, raising
output, and enhancing the socioeconomic standing of farming communities. This study demonstrates how
digital technologies have the ability to revolutionize the agriculture industry.

REFERENCES

1] Mahalakshmi B, Sakthivel V, Sumitha Devi B, "Agricultural Crop and Fertilizer Recommendations based
on Various Parameters,” 2023 International Conference on Sustainable Computing and Smart Systems,
Vol. 21, No. 5, pp. 1781-1792, 2023, DOI: 10.1109/ICSCSS57650.2023.10169320.

21 Rohini Jadhav., Pawan Bhaladhare., "Farmer’s Assistant in Agricultural Sector by using Machine
Learning and Deep Learning,” 2022 OPJU International Technology Conference on Emerging
Technologies for Sustainable Development, Vol. 148, Issue 1, pp. 102438, 2022, DOI:
10.1109/0TCON56053.2023.10113908.

3] Harshitha Reddy Vaddi., Guru Keerthi Mandadhi., & Ameer S., "Smart Crop Advisor - Intelligent Crop
and Fertilizer Recommendations with Crop Yield Prediction Using ML Algorithms," 2024 International
Conference on Intelligent Systems for Cybersecurity, Vol. 50, Issue 2, pp. 142-150, 2024, DOI:
10.1109/1SCS61804.2024. 10581346.

4] Vijayalakshmi, K. Sangeeth, Dr.R.Josphineleela, R. Shalini, K.Sangeetha, D.Jenifer "Rainfall Prediction
using ARIMA and Linear Regression” 2022 International Conference on Computer, Power and
Communications, Vol. 6, No. 1, pp. 20481-20490, 2022, DOI: 10.1109/ICCPC55978.2022.10072125.

5] Murali E Vignesh R. & Deepa D, "A Survey on Organic Agro Data Towards Agriculture Using Data
Mining," 2022 Seventh International Conference on Parallel, Distributed and Grid Computing, Vol. 101,
No. 1, pp. 67-85, 2022, DOI: 10.1109/PDGC56933.2022.10053164.

6] Ms. Preeti Dhoke., Ms. Neha Purohit., & Dr. Prasad P. Lokulwar., " Smart Farming Using Machine
Learning and Deep Learning: A Review," 2023 International Conference on loT, Communication and
Automation Technology, Vol. 156, Issue 1, pp. 157-172, 2023, DOIl:
10.1109/ICICAT57735.2023.10263691.

71 Ms. Preeti Dhoke., Ms. Neha Purohit., & Dr. Prasad P. Lokulwar., " Smart Farming Using Machine
Learning and Deep Learning: A Review," 2023 International Conference on IoT, Communication and
Automation Technology, Vol. 156, Issue 1, pp. 157-172, 2023, DOI:
10.1109/ICICAT57735.2023.10263691.

] Akshay kumar Gajula., Jaswanth Singamsetty., Vineela Chandra Dodda & Lakshmi Kuruguntla
“Prediction of crop and yield in agriculture using machine learning technique” 2021 12th International
Conference on Computing Communication and Networking Technologies, VVol. 27, No. 4, pp. 2495- 2512,
2021, DOI: 10.1109/ICCCNT51525.2021.9579843.

o] Mrs. Manju M., Dr. Indira Priya P., Shivaraj S., Rissi Kumar P & Shivesh P R., " Smart Fields: Enhancing
Agriculture with Machine Learning," 2024 2nd International Conference on Artificial Intelligence and
Machine  Learning  Applications, Vol. 6, No. 2, pp. 205-214, 2024, DOL:
10.1109/AIMLA59606.2024.10531419.

IJCRT2504315 ] International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org ] c637


http://www.ijcrt.org/

www.ijcrt.org © 2025 IJCRT | Volume 13, Issue 4 April 2025 | ISSN: 2320-2882

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

Bhushan Fulkar., Pawan Patil., Gaurav Srivastav & Promod Mahale., " Predicting Agricultural Crop
Damage Caused by Unexpected Rainfall Using Deep Learning,” 2024 International Conference on
Intelligent  Systems for  Cybersecurity, Vol. 8, No. 3, pp. 41-49, 2024, DOI:
10.1109/1SCS61804.2024.1058099.

Sindhu Madhuri G, Sameer Paudel, Riyaz Nakarmi, Prashant Giri, Shantanu Bahadur Karki " Prediction
of Crop Yield Based-on Soil Moisture using Machine Learning Algorithms,” 2022 2nd International
Conference on Technological Advancements in Computational Sciences (ICTACS) | 978-1-6654-7657-
7/22/$31.00 ©2022 IEEE | DOI: 10.1109/ICTACS56270.2022.9988186

Snehjot Kaur, Ajay pal Singh, Abhishek Pandey, Harshit Chauhan " Real-Time Weather Forecasting
Using Machine Learning," 2023 Seventh International Conference on Image Information Processing
(ICIIP) | 979-8-3503-7140-6/23/$31.00 ©2023 IEEE | DOI: 10.1109/ICI1P61524.2023.10537656

Amol Ashok Patil, Kedar Kulkarni, " A Hybrid Machine Learning - Numerical Weather Prediction
Approach for Rainfall Prediction,” 2023 IEEE India Geoscience and Remote Sensing Symposium
(INGARSS) | 979-8-3503-2559-1/23/$31.00 ©2023 IEEE | DOLl:
10.1109/InGARSS59135.2023.10490397

Di Paola F, , Cimini D, De Natale M.P, Gallucci D, " WEATHER FORECAST DOWNSCALING FOR
APPLICATIONS IN SMART AGRICULTURE AND PRECISION FARMING USING ARTIFICIAL
NEURAL NETWORKS," GARSS 2023 - 2023 IEEE International Geoscience and Remote Sensing
Symposium | 979-8-3503-2010-7/23/$31.00 ©2023 IEEE | DOI: 10.1109/IGARSS52108.2023.10283439.

Ajay Agarwal, Sartaj Ahmad d Adesh Pandey, " Crop Recommendation Based on Soil Properties: A
Comprehensive Analysis,” 023 14th International Conference on Computing Communication and
Networking Technologies (ICCCNT) | 979-8-3503-3509-5/23/$31.00 ©2023 IEEE | DOI:
10.1109/ICCCNT56998.2023.10307999

Karaboga, D and Kaya, E, “Adaptive network based fuzzy inference system (ANFIS) training approaches:
a comprehensive survey,” Artificial Intelligence Review, Vol. 52, pp. 2263-2293, 2019

D.M. Camacho, K.M. Collins, R.K. Powers, J.C. Costello and J.J. Collins, “Next generation machine
learning for biological networks,” Cell Vol. 173, Issue No. 7, pp. 1581— 1592, 2018

Lontsi Saadio Cedric, Wilfried Yves Hamilton Adoni, Rubby Aworka, Jérémie Thouakesseh Zoueu,
Franck Kalala Mutombo, Moez Krichen and Charles Lebon Mberi Kimpolo, “Crops yield prediction based

on machine learning models: Case of West African countries,” Smart Agricultural Technology, Vol. 2,
2022.

IJCRT2504315 ] International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org ] c638


http://www.ijcrt.org/

