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ABSTRACT:

The quick progress in human-computer
interaction resulted in creating better input
systems like gesture-based systems that allow
users to control digital devices through hand
movements. The goal of this project named
"Smart Gesture Recognition and Cursor
Control™ targets a complete transformation of
computer user interfaces by applying real-time
hand signal recognition features. Through
integration of OpenCV alongside MediaPipe
and PyAutoGUI the system uses natural hand
movement detection to generate executable
commands which control the cursor and
operate the system and handle the windows.
The system uses basic camera equipment to
keep costs low while deploying across different
devices and demanding no specialized
hardware requirements. Implementation of the
system depends on two crucial components
which include tracking hand landmarks
through computer vision and executing system
commands based on machine learning
algorithms. Through the proposed solution
users complete different tasks such as cursor
movement along with clicks and scrolls that
enhance volume adjustment and manage all
application windows while tapping into
screenshot and window control functions
which all function without traditional hardware
like mice or keyboards. User accessibility
receives major advancement via this
technology because it creates a substitute

interface that helps people with disabilities
avoid conventional hardware constraints. This
technology operates as a hygiene measure by
creating a touchless computing system that
delivers advantages for shared workspaces as
well as healthcare and public terminal
environments. This research achievement
marks a necessary advancement in touchless
computing because it enables seamless
communication  between  human  body
movements and machine reaction. The
combination of Al-driven gesture recognition
functionality with system control creates better
user experiences that will lead to new VR, AR
and smart home automation developments.
Such technology has the potential to transform
digital interaction if additional developments
are made which will make computers more
efficient and interactive and accessible for
users.

KEYWORDS:
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1. INTRODUCTION

The increasing reliance on digital interfaces
necessitates intuitive and efficient interaction
mechanisms. While traditional input devices
such as keyboards and mice are effective, they
have inherent limitations, including physical
strain, hygiene concerns, and accessibility
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issues for individuals with disabilities. Gesture
recognition technology provides a viable
alternative by enabling touchless interactions
with computing devices.

Smart Gesture Recognition and Cursor
Control leverage computer vision and deep
learning techniques to interpret human hand
movements. By integrating  OpenCV,
MediaPipe, and PyAutoGUI, this project
translates gestures into commands for
controlling a computer system. This approach
bridges the gap between human cognition and
machine response, offering a seamless user
experience.

Gesture-based  interaction is an
emerging  field in human-computer
interaction (HCI) that allows users to control
devices through natural hand movements. This
project utilizes advanced image processing and
deep learning techniques to recognize various
gestures with high accuracy. The growing
availability of powerful computing hardware
and Al models has made real-time hand
tracking more efficient and accessible. The
system processes video input from a standard
webcam, extracts hand landmarks, and maps
gestures to specific system commands, offering
a touch-free, intuitive method of interaction.

The potential applications of this
technology extend beyond conventional
computing. From aiding individuals with motor
impairments to enabling touchless controls in
hygiene-sensitive  environments, gesture
recognition holds transformative potential. It
enhances accessibility in assistive technologies,
optimizes user experiences in gaming, and
provides an alternative interface for smart
home automation. Industries such as
healthcare, automation, and retail can benefit
from the ability to operate devices with simple
hand movements.

This document outlines the
development, scope, and implementation of a
smart gesture recognition system designed to
enhance user interaction with computers. The
project aims to bridge the gap between human
intention and digital execution, ensuring a
more natural and seamless computing
experience.

2. OBJECTIVES OF STUDY

This research has a fundamental
purpose to create an interactive system which
enables users to control their devices through
natural hand gestures instead of conventional
input tools such as keyboards or mice. Users
benefit from this system through an intuitive
interface which serves physical disability needs
while  improving device usability in
hygienically sensitive areas. The project
manages to both boost productivity while
decreasing the physical discomfort from
lengthy utilization of conventional input tools.
The system applies computer vision with
machine learning methods to read hand
gestures which create a connection between
human thought processes and machine
execution. The system provides both
affordability and webcam-based deployment
which enables diverse market access including
industries such as gaming and education and
healthcare  together with  smart home
automation. This project works as an essential
foundation for touchless computing because it
brings forth innovative human-computer
interaction possibilities.

Key Objectives

1) The design of a gesture recognition
system will allow users to manage
computer commands = through hand
motion interpretation.

2) The system ensures accessibility by
establishing ~a gesture-based control
approach which works without physical
hands for users who struggle with
disabilities.

3) A hygienic replacement system for
common input devices should be
developed to protect users from public
space and healthcare facility and shared
equipment contamination risks.

4) Users will benefit from better command
execution speed due to gesture-based
operations.

5) A system based on computer vision
together ~ with  machine  learning
algorithms will develop Al technology
which achieves accurate detection of
various gestural input.

6) The system utilizes simple webcam-
based technology for deployment since
it enables quick adoption at cost-
effective prices.
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7) The system should deliver smooth user
interactions through its easy-to-master
control features which allow cursor
movement plus clickable interfaces and
scrolling operations and  window
selection methods.

8) The system will be evaluated for its

real-time
applications.

This paper
demonstrated
real-time hand
tracking using

possible implementation in virtual MediaPipe
reality, gaming and automation and with a standard
0 ématrt hc_)m(ta;lcontroltscenarios.t | ; Real-time webcam. The
ustomizable gesture controls nee o
dev_elopment fgr futl_Jr_e _versiops to A H. Hand G_e §ture gap identified
deliver better user-specific interactions. Garciaet | Recognition | wasthe
10) The system creates the essential al. 2020 with difficulty in
groundwork needed for improving ’ MediaPipe and | accurately
gesture-based computing which helps Al[2] recognizing
progress human-computer interaction gestures in
(HCI) development. dynamic
3. BACKGROUND WORK environments
with varied
The most crucial phase in software lighting and
development is the background work. occlusions.
Numerous writers conducted preliminary This hybrid
studies on this relevant topic, and we will approach
consider key papers to expand our work.Here is combined
a literature survey table with references machine
relevant to the topic of gesture recognition learning with
technology, focusing on deep learning, rule-based
computer  vision, and  human-computer systems to
interaction (HCI): Hybrid improv.e.
Author(s) Paper Title Findings and Gesture recognition ;
and Year Problem Gap Recognition accuracy an
Found that Z. H.Aliet | System Using real-time
CNNs are al., 2021 Deep Learning perfo_rm_anc_e.
effective in and Rule- The I_|m|tat|on
recognizing based identified \{vas
hand gestures Approaches[3] the system’s
with high inability to
Gesture accuracy. adapt to
" However, the complex or
G.R. M. Recognition study unconventional
Based Human- | . . estures
and S. H. Computer highlighted the ge
Shannigrahi Interaction issue of limited Wltf_lO_Ut
, 2019 Usin gesture adc_zllt_lonal
g vocabulary and training data.
CNNs[1] This surve
the A Survey on . y
requirement Wearable and reviewed both
for high J. S. Singh Non-Wearable wearable
computational and M. P. Gesture (sensor-based)
resources, Gupta, 2022 Recognition and non-
which hinder Systems[4] wearable
scalability in systems. It
[JCRT2504045 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org ‘ a380



http://www.ijcrt.org/

www.ijcrt.org

© 2025 IJCRT | Volume 13, Issue 4 April 2025 | ISSN: 2320-2882

concluded that
while wearable
systems
provide
accurate

classification,
particularly in
medical
environments
where

gestures, they precision is
are impractical critical.
for mass The study
adoption due explored deep
to hardware learning
dependencies. models for
Non-wearable real-time hand
systems, while gesture
more scalable, recognition.
struggle with Real-time The problem
environmental R. K. Gupta | Gesture gap was the
noise. and S. Recognition latency in
This study Sharma, System Using | gesture
showed the 2019 Deep Learning | recognition,
potential of Models[7] particularly
gesture when multiple
recognition in gestures were
Gesture smart homes performed
Recognition for controlling simultaneously
for Smart devices. A key , affecting the
Home limitation was user
A. Sharma . .
Automation the system’s experience.
etal.,, 2018 : S
Using sensitivity to Focused on
Convolutional | environmental using gesture
Neural factors like recognition for
Networks[5] background immersive
noise, lighting, gaming
and occlusion, experiences.
which Found that
impacted Gesture-based | latency and
per.formance. % Liand J. Use.r Interface real-tim.e
This paper Zhang Design for processing
explored the 2020 ’ Gaming issues were
application of Applications[8 | major
gesture ] obstacles,
Gesture recognition in particularly
Recognition in | healthcare to when dealing
B. Xie et Healthcare: A | reduce with complex
al., 2021 Touchless contamination movements or
Interaction risks. A crowded
Approach[6] significant gaming
problem environments.
identified was . Advancements | This review
. S. K. Jainet | . -
the high error in Hand highlighted
. al., 2020
rates in gesture Gesture advancements
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Recognition: A
Review of

Deep Learning
Approaches[9]

in deep
learning for
hand gesture
recognition,

particularly the
use of RNNs
for recognizing
temporal
patterns. The
gap discussed
was the
computational
burden of
training deep
models and the
difficulty in
real-time
implementatio
n for low-
powered
devices.

Investigated
gesture
recognition for
controlling
smart home
devices,
emphasizing
Al's role in
enhancing
system
performance.
The study
Gesture highlighted the
Recognition need for more
[10] personalized
gesture
recognition
models that
could be easily
trained by
users
themselves.

Enhancing
Smart Home
Automation
Through Al-
Powered

M. D.
Lopez et al.,
2022

This table summarizes the key studies
and identifies the gaps that your proposed
system aims to address, such as real-time
performance, environmental adaptability, and
hardware dependencies.

4. EXISTING SYSTEM
The standard input tools used for

human-computer interaction throughout history
consist of keyboard elements and cursor
controllers as well as track pad components.
These devices serve their function yet restrict
user experience because they remain physical
devices. These systems demand users to
contact them repetitively through physical
interaction leading to ergonomic problems and
discomfort. These methods prove challenging
for disabled users and they cannot operate
touchless interfaces found in healthcare and
industrial ~ settings. People need better
interactive technologies that provide both
efficient performance alongside accessibility
during this time of advancing technology.
Limitations:

1. Users who have physical disabilities face
special challenges when accessing the user
interface.

2. Extended usage of touch pads creates
repetitive strain injuries (RSI) for user hands.

3. The functioning ability of Touchless
Interaction remains non-intuitive when used in
virtual reality and gaming applications.

4. The technology does not function well in
hand-free areas including sterile areas and
industrial workspaces.

5. The system operates without automation
capabilities because users need to provide
manual inputs which reduce operational
efficiency.

5. PROPOSED SYSTEM

The Smart Gesture Recognition and
Cursor Control system proposes to solve
traditional input problems through Al-based
contactless operations which supply an
intuitive user interface. A system built with
real-time hand gesture recognition technology
enables users to have an instinctual digital
interaction through movements instead of using
standard equipment. The system based on
gestures provides increased accessibility
together with better user engagement while
offering  infection-free  interfaces  when
traditional touch methods would be ineffective.
This solution operates across different
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industries because it works well with multiple
applications and lets users integrate it easily.

Advantages

1. The system enables physical disability users
to navigate their devices easily because it
removes standard controller requirements.

2. The system delivers an organic interface that
produces intuitive user experience particularly
for gaming design and automation applications.

3. Touchless device controls minimize risks of
contamination in sterile areas because there is
no need for physical contact.

4. Non-visual gestures operate through a user
interface that enables controls across cursor
navigation and they also manage computer
windows and adjust device volume levels and
other system commands.

5. Using the device reduces strain and fatigue
because it eliminates long-term physical work
with traditional input tools.

6. The solution possesses capabilities for
integration with diverse applications and
satisfies  requirements  across  multiple
industries like healthcare gaming and industrial
automation.

6. PROPOSED MODEL

1. Hand Detection Algorithm

1. Capture real-time video frames: Start by
capturing the live video stream from the
webcam using OpenCV to acquire a
continuous sequence of frames.

2. Process the frames using MediaPipe
Hands: Pass the frames through the
MediaPipe Hands model, which detects
hands in the video feed.

3. Extract 21 key landmark points of the
hand: The system identifies 21 key points
(landmarks) on the hand, including finger
tips, joints, and wrist, which are essential
for gesture recognition.

4. Analyze finger positions to classify
gestures: Analyze the relative positions

and angles of the landmarks to identify
specific gestures such as pointing, waving,
etc.

2. Cursor Movement Algorithm

1. Detect the index finger's tip position:
Track the position of the tip of the index
finger in the real-time frame.

2. Map the normalized hand coordinates to
the screen dimensions: Convert the hand
coordinates (obtained from MediaPipe)
into screen coordinates, normalizing them
to fit the screen resolution.

3. Use PyAutoGUI to move the cursor based
on hand position: Utilize PyAutoGUI to
control the cursor on the screen, moving it
according to the normalized hand position.

4. Implement smoothing techniques for
stability: Apply algorithms such as
exponential smoothing to ensure smooth
cursor movement, minimizing jitter and
erratic motion.

3. Click Detection Algorithm

1. Monitor the movement of the middle
finger: Track the movement of the middle
finger to detect when a click gesture may
occur.

2. If distance decreases below a threshold,
register a click event: When the middle
finger comes close to the thumb (i.e., the
distance between them becomes small),
register a click event as it indicates the
user intends to click.

3. Differentiate between left-click and right-
click based on finger movement:
Recognize the direction of finger
movement to distinguish between a left-
click (index and thumb pinch) and right-
click (middle finger pinch).

4. Smoothness Algorithm

1. Track the movement trajectory of the
index finger and thumb: Monitor the path
of the index finger and thumb throughout
their motion to ensure that gestures are
continuous and not abrupt.

2. Apply coordinate interpolation to
minimize abrupt changes and enhance
motion fluidity: Interpolate the coordinates
between frames to reduce sudden jumps
and improve smoothness.
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3. Use Kalman filtering or exponential
smoothing to stabilize gesture tracking and
reduce noise: Apply Kalman filtering or
exponential smoothing techniques to
reduce noise in gesture tracking, ensuring
precise recognition.

4. Implement adaptive gesture delay buffers
to differentiate between intentional and
unintentional movements: Introduce delay

buffers  that differentiate  between
intentional gestures and small,
unintentional movements (e.g.,, hand
tremors).

5. Reduce latency by enhancing frame
processing speed: Improve the frame
processing speed and system response
time to ensure that gesture-based controls
are executed in real-time without
noticeable delay.

These algorithms work together to
provide a seamless, responsive, and intuitive
touchless interface that can control a computer
using hand gestures.

7. EXPERIMENTAL RESULTS

In this project, we utilized Python as the
programming language to develop the
proposed application, which is executed on
Uses Flask to serve dynamic HTML templates
for user interaction.

Hand Detection Page

Explanation: The system successfully detects
the hand and draws landmarks.

Gesture based Cursor Movements

Explanation: Open and close middle finger
when index finger remains open performs a
click action.

Task View Gestures

Explanation: The above window clearly
defines the pantry tracker page.

8. CONCLUSION & FUTURE WORK

The Smart Gesture Recognition and
Cursor Control System wusing MediaPipe
successfully introduce a touchless and intuitive
interface for controlling digital devices. By
leveraging advanced computer vision and
machine learning techniques, the system
accurately tracks hand gestures in real-time,
enabling users to control the cursor and
perform various system operations without
physical contact. The system enhances
accessibility, reduces physical strain, and offers
seamless integration into applications like
gaming, automation, and.-healthcare. Despite
minor limitations like lighting dependency and
a restricted gesture vocabulary, the system
performs reliably in various environments,
making it a promising solution for improving
human-computer interaction.

Future Scope:

Future advancements can significantly enhance
the capabilities of the Smart Gesture
Recognition and Cursor Control System.
Expanding to support multi-hand gesture
recognition will allow more complex
commands and multi-user tracking, benefiting
collaboration in gaming and virtual teamwork.
Adaptive Al models and deep learning will
improve accuracy and personalization, while
gesture customization will provide a highly
tailored user experience. Integrating with
AR/VR systems will extend the system's use in
immersive environments, while improved
lighting adaptation and loT integration can
further enhance its practicality in various
industries.
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