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Abstract: Automatic Emotion Recognition from audio signals is a challenging task for machines however it is quite easy for human. The
audio signals vary according to different features such as pitch, loudness, timbre, speech rate and pauses. In this work, speech emotions
were classified seven different emotions namely happy, sad, surprised, neural, angry, disgust, fear. A convolution neural network of nine
layers has been applied to classify above emotions. Feature extraction is done through Mel-Frequency Cepstral Coefficient (MFCC).

Index Terms - MFCC, CNN, SER, SAVEE.

. INTRODUCTION

The speech emotion recognition (SER) comes under category of human computer interaction [2]. These systems can be used in call centers,
criminal identification, neuroscience, psychological problem identification etc. [3]. The speech signal varies in term of pitch, frequency,
intensity, speaking rate and voice quality for different emotions [4].

Speech emotion recognition has been done for only for two sentiments i.e. happy and sad. On the other hand, different researcher classified
multiple emotions such as happy, angry, sad, disgust, fear, surprise and neutral [7]. Categorizing in multiple emotions in more challenging
than only two emotions. Convolution neural network has been used to categorized multiple emotions in this work. Because the classification
using machine learning models requires lots of preprocessing and won’t give much accuracy [8]. The emotions in speech signals are
classified in two phases 1. Feature extraction and 2. Emotion classification. A block diagram for tradition SER system is shown in figure
1.
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Figure 1: Tradition speech emotion recognition system

Whereas in SER using convolution neural network (CNN) required only classification step because the feature extraction in CNN is done
within the layers.

Several researchers have been classified speech signals using statistical, machine learning or deep learning methods. SER using hidden
markov model (HMM), gaussian mixture model (GMM) and k-nearest neighbor (KNN) has been done in [5][8]. SER using different
machine learning models has been done in [9]. A survey of CNN for SER system has been presented in [3][4]. The SER using multilayer
perceptron, radial basis neural network, probabilistic neural network and deep neural network has been done in [10]. The classification of
speech has been done by many for different emotions. The neural networks were outperformed for emotion classification. The convolution
neural networks give high accuracy for many classification problems because they convolve features in data at many levels also learns by
experience.

The research papers [15]-[22] shows work in voice classification using traditional techniques as well as deep learning techniques having
similarity in work.

The further subsections of paper describe methodology in section 11, results and discussions in section 111 and conclusion remarks are given
in section IV.
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Il. METHODOLOGY

2.1 Dataset

The dataset used in this research paper is SAVEE (Survey Audio Visual Express Emotions). The SAVEE dataset has been designed for
automating the recognition feature of emotions.

The database consists of recording of four male actors in seven different emotions. The audio visual has been recorded from the standard
TMIT corpus and phonetically balanced emotions.

The audio-visual dataset consisting of six basic emotions and one neutral. The TMIT sentences being uttered by four English actors with
total 480 utterances. Ten subjects has been used to evaluate the database[11].

The files are audio and are named in alike that the prefix word describes the emotion different classes such as:

2,2

e 'anger'="a

e disgust'="d'

o ‘fear'='f

o ‘happiness '="h'
e 'neutral'="n'

e 'sadness'='sa’

e 'surprise'='su’

As a rule, a SER(Speech Emotion Recognition) framework is includes two sections: first is the preprocessing part that concentrates
appropriate highlights or data and a classifier that apply those highlights to perform on emotion recognition. All the audio files are arranged
as first two alphabets are actor initials followed by underscore then first character of emotion. For example DC_d03.wav is for 3 disgust
sentence uttered by actor DC.

2.2 Machine Intelligence Library
2.2.1 Pre-Processing

Pre — processing has been an important step, the length of the audio signal needs to be consistent length, the discourse length of the audio
signal has been maintained for each data by auditing the edges. Normalization has been performed along with missing value replacement.
The different types of Emotion present in the SAVEE dataset are shown in figure 2:

male neutral 120
male fear 60
male happy 60
male angry 60
male sad 60
male disgust 60
male surprise 60

Mame: labels, dtype: inte4

Figure 2: Number of instances of each class

2.2.2 Feature Extraction

Feature Extraction is an important step to make machines learn through feature categorization. In this paper the feature extraction has been
done through MFCC.

MFCC, short for Mel-Frequency Cepstral Coefficient. MFCC is a sentence, is an "image" of the vocal tract that delivers the sound. The
initial phase in any programmed is speech acknowledgment framework is to remove the valuable component that recognize the pieces of
the sound sign that are useful for distinguishing the etymological substance and disposing of the various stuff which conveys data like
foundation commotion, feeling and so on. Mel Frequency Cepstral Coefficients (MFCCs) are an element broadly utilized in programmed
discourse and speaker acknowledgment [12].

Librosa function has been used to convert the audio signals into two tuples of array to generate features.

2.2.3 Data Augmentation

To generate the copies or syntactic data for increment in dataset, augmentation has been applied through injection of noise, pitch change,
time and speed change to syntactic data. The augmentation with injection of noise and pitch change is done in this work. Signal after adding
white noise and pitch change is shown in figure 3.
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Figure 3: (a) original signal (b) Signal after adding white noise (c) Signal after pitch tuning

2.3.4 Convolution Neural Network (CNN)
Convolutional Neural Network is a type deep learning algorithm used as a feature extractor as well in end to end
learning. In this paper CNN has been used along with Softmax classifier. The CNN used here consists of 9 layers, in which 8 layers of 1D

CNN and 1 layer of dense layers [13]. The general architecture of CNN used in present work is shown in figure 4.
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Figure 4: Convolutional neural network framework

For the development of eight CNN layers, ReLu activation function has been used along with 8*8 filters, along with the dropout layer to

reduce the dimensions.

Dense layer has been used in last in order to flatten the output from 2D to 1D with Softmax Classifier to achieve the classification. The
learning algorithm used here is Root Mean Square Propagation (RMSProp) [14].

The following experiment has been performed on intel i5 8™ generation processor with 32 GB RAM with python 3 on jupyter notebook
platform. The standard functions used in the Keras package.
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1. RESULTS and DISCUSSIONS

The training and test set has been divided into 80:20. There were seven classes available in labelled dataset. The confusion matrix achieved
after experiments is shown in figure 5:

male_angry
male_disgust

male_fear

male_happy

True labe

male_neutral

male_sad

male_surprise

Predicted label

Figure 5: Confusion matrix obtained after experiments
The average accuracy obtained here is 84.31% after evolving the neural network for 50 epochs.

The dataset has been evaluated on the basis of confusion matrix. The precision, recall, F1-score and support found by experiments are
shown in table 1.

Precision  Recall F1Score Support
angry .76 .68 .68 36
disgust .58 .70 .63 37
fear .32 .85 46 34
happy .68 .38 49 34
neutral .90 .62 74 72
sad .83 .65 .73 37
surprise .58 37 45 38

Tablel: Showing statistical metrics based on confusion matrix.

Contrasting present work with the previous work in speaker independent accuracy found in emotion classification is in between 50-70%
shown in table 2.

REF NO. Feature/Dataset Accuracy
[14] MEL+SAVEE 70.00%
[15] SAVEE 44.18%

[16] MFCC 57.2%

[21] MFCC+SAVEE 51%
[22] SAVEE 78.44%
Present work MFCC+SAVEE 84.31%

Table 2: Accuracy comparison from previous work
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CNN works efficiently in many classification problems but suffers with the problem of overfitting as well. In order to stop overfitting data
augmentation is applied here.

IV. CONCLUSION

The present work shows the implementation of convolution neural network for speech emotion recognition. It is difficult to classify
emotions because they subjective in nature. The SAVEE dataset has been used to classify seven emotions in speech signals namely anger,
disgust, fear, happiness, neutral, sadness and surprised. Experiment shows that the performance of CNN is better that traditional statistical
and machine learning methods shown in table 2. The experiments also been performed with and without data augmentation. The results
with data augmentation was found better than without augmentation.
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