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ABSTRACT 

The goal of this paper is to boost the resolution of images using Convolutional Neural Networks (CNN) along 

with the auto-encoder layers. This method trains the CNN model with pairs of low-resolution and high-

resolution images so that it can learn to improve the pixel values of low-quality images. The pixel values of 

low-intensity pixels are replaced with high-intensity pixels and a high-resolution image is generated. The 

intention of the system is to provide effective enhanced images that can be used in a variety of fields including 

medicine, satellite, and surveillance images. We propose our own dataset and code to emphasize the focus on 

the novelty while ensuring the efficacy. Having conducted a number of tests, the project brings forth 

enhancement in the quality of the reconstructed image which depicts the superiority of auto-encoders and CNNs 

as promising tools for further developments in super-resolution imaging technology. 
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INTRODUCTION: 

Single image super-resolution (SR) aims to solve the problem of reconstructing a high- resolution image from a 

low-resolution image, which inherently is a challenging task in the domain of computer vision. This problem 

can be classified correctly how it has to be tackled, as it does not have a precise solution. The reason why the 

problem is ill-posed is that low information is requested and a high amount of information is needed. To cope 

with this situation this issue has to be tackled by constraining the problem area using a lot of information. All 

image-based modern approaches use examples of compression as internal images patterns or pairs of low- and 

high-resolution images. 
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External example-based methods have been shown to be quite robust, as they can be applied to any overarching 

problem as well as for specific needs such as enhancement of a facial image. An instance of this is sparse-

coding-based approaches that follow a pre-defined sequence of operations: taking overlapping patches, 

encoding using the low-resolution dictionary, and then reconstructing the image with the high-resolution 

dictionary. While these methods tend to provide emphasis on improving the dictionaries and mapping functions 

to optimize performance of super resolution, other important parts of the pipeline are seldom brought together 

or optimized in conjunction, which would be an avenue for exploration. 

GAP IDENTIFIED BASED ON LITERATURE SURVEY: 

Most of the current work in the field of image super resolution appears to utilize conventional methods of 

upscaling pictures or shallow machines learning models, all of which tend to be underwhelming in terms of 

their intricacies and the textures they provide. A majority of standard techniques heavily depend on a form of 

bicubic interpolation, and this is in its self a poor way for filling up high frequency clues. Similarly, even 

though there have been some improvements in neural network structure such as the CNNs that can result in 

better quality images, most of the models are still not fulfilling due to overfitting or requiring labeled data sets 

with a lot of images, which wouldn’t always be avails. 

Also, another gap exists in the practical difficulty and operational deep learning models, which take a lot of time 

and energy due to their complex integration. Auto-encoders have been proved to be useful but seldom used with 

CNNs for super-resolution methods. A lot of works do not specify how to make such models work with 

different picture databases which reduces their effectiveness. 

Key gaps identified are: 

1. Insufficient emphasis on basic and extensive datasets for different use cases. 

2. The limited use of layers containing CNN and auto-encoder for their joint advantages. 

3. Insufficient attention to practicality and efficiency in today’s world. 

PROBLEM STATEMENT: 

A high quality input image is required in applications where low precision is not allowed such as medicine and 

satellites. The current solutions do not work well as most of the details are poorly reconstructed or preserved, 

leading to poor quality images. 

Key Challenges: 

1. The Quality and Diversity of Datasets: Having strong training with multiple low and high images for all 

resolutions. 

2. The ability of the model to generalize: The ability to build a model that will work across many other 

datasets not used during train. 

3. The cost of computational processing: The possibility of working high quality images at a reduced time. 

4. Intensity of pixel mapping: Functionalities to replace a pixel for a number of situations have not been 

finalized. 
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PROPOSED METHOD: 

This project proposes the development of super resolution image generations model via the use of auto encoder 

architecture combined with convolutional neural networks. The CNN layers will be used to pull features out 

from low resolution images while the auto-encoder layers will further enhance the features to yield high 

resolution images. The model will be fed with pairs of normal and super-resolution images that would help it to 

adopt pixel intensity increasing techniques. Through this hybrid architecture, the proposed solution attempts to 

optimize the performance and the quality of the output at the same time. Once the model is fully developed, it 

will take in low-quality images and photorealistically renders it into a high-definition image which can be used 

in different applications. 

ARCHITECTURE: 

 

DATASET: 

Paired low resolution and high resolution images are found in two opposite folders. Super resolution images are 

found in the high-resolution folder while ordinary images are found in the ordinary resolution folder. These 

images form varied content types enabling the model to be able to cover wide range of pixel intensity 

variations. The dataset for this project has been developed from scratch in order to maintain uniqueness and not 

utilize any datasets that already exist. The image pairs enable the model to make sense of the task at hand with 

CNN enabling the lower quality copy to be rotated into a suitable high quality picture. The structure of the 

dataset allows easy incorporation within the training workflow thus easing the model building process. 

METHODOLOGY: 

Data Collection and Preparation 

Commence with image pair Collections with both high-quality and low-quality pictures. 

Ensure all images are properly resized to fit the standards of the model and further format them. 

Create the partitions with respect to the training, testing and validation of the set parameters. 

 

  

http://www.ijcrt.org/


www.ijcrt.org                                                    © 2024 IJCRT | Volume 12, Issue 12 December 2024 | ISSN: 2320-2882 

IJCRTAS02019 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 161 
 

Model Design and Architecture 

Introduce an architecture model that is auto encoders and CNN’s integrated hybrid neural network. 

Extraction of the features shall be implemented employing the convolutional layers while the image data will be 

reconstructed by the auto-encoder layers of the neural network. 

Activation functions such as ReLU will be used to the second layer to add a non-linear aspect and improve the 

new model’s learning ability. 

Model Training 

The model should be trained utilizing the final dataset whereby the model will generate high resolution from 

low images. 

Include loss functions such as mean squared error (MSE) with the aim of reducing the difference between the 

anticipated and actual images. 

Seek to apply the strategies with the goal of improving the robustness of the model and trying to reduce 

overfitting. 

Model Optimization 

Improve the rate of convergence by using optimizers with a good rate such as Adam. 

Dropout is among the techniques used to regularize the model in order to combat overfitting. 

Hyperparameters were optimized to the best achievable limits for the experiment results. 

Testing and Validation 

Evaluation of the models will take place using images characterized by low resolution of which the model has 

not seen in the past. 

Generation and other actions will be verified and validated through other means for instance images generated 

will be compared with the images considered as the actual position. 

Deployment 

Provide graphics interface to users in other to allow models to run after images have been uploaded. 

Incorporate the trained model within the interface, allowing the users to create super-resolution images without 

difficulties. 

Performance Evaluation 

Some possible metrics for describing model performance are Peak Signal-to-Noise Ratio (PSNR) and Structural 

Similarity Index (SSIM). 

To showcase betterment, compare the results with baseline techniques. 
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EVALUATION: 

Mean Squared Error (MSE) 

The Mean Squared Error assesses the average of the squared differences of the original (or reference) image 

with the corresponding pixels of the reconstructed (or degraded) image. 

Peak Signal-to-Noise Ratio (PSNR) 

PSNR evaluates the degree of distortion of the reconstructed images by measuring the ratio of the maximum 

power of a transmission signal to the noise which affects the signal (the difference between the original image 

and the reconstructed image). It is measured in dB. 

Signal-to-Noise Ratio (SNR) 

SNR characterizes the relationship between signal radiation power and the noise power, reflecting the image 

obtained after reconstruction in comparison with the primary image. 

 

RESULTS: 

 

In above screen first is the original image and second is the CNN generated super resolution image and you can 

see quality of CNN generated image is high compare to normal image and now test with other image 
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In above screen you can see difference between original and super resolution image 

 

CONCLUSION 

Сoncerns about the effectiveness of auto-encoders and Convolutional Neural Networks in increasing image 

resolution have been addressed in this project. The model after extensive training and optimization on a custom 

dataset shows great prospects in converting low quality images into higher resolution. The combination of 

CNNs and auto-encoders solves basic problems of image enlargements that exist in contemporary approaches. 

The system is easy to use and works fast which allows for its application in diverse areas, including, but not 

limited to, reducing noise in medical images and in surveillance. Filling the identified gaps, this project 

illustrates the place of deep learning in developing future technologies of super-resolution imaging. 
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