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ABSTRACT

The accurate prediction of crop is crucial for effective agricultural planning and resource mobilization. This
project constructs and enhances the system of predicting crop yield harnessing the features of the agriculture
environment. The important environmental features to be focused on includes among other soil type, rainfall
and temperature by implementing various feature selection methods including BORUTA and Recursive Feature
Elimination (RFE). These features are fed to the ensemble of machine learning algorithms such as Random
Forest, SVM and KNN to improve the prediction accuracy. The system also provides fertilizer application and
yield prediction. Testing in databases yields promising results in the improvement of precision and decision
making. The proposed model proves to be reliable and cost efficient and assists farmers with actionable
information to enhance crop productivity and sustainable farming techniques.
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INTRODUCTION:

Precision agriculture remains a key aspect in terms of food and economic security. Developing precision
agriculture through robust crop forecasting is an essential part of enhancing resource management, budgeting
and total output. However, much attention has not yet been given to these traditional practices considering
agricultural systems to be complex with respect to environmental factors like weeds, soil, climate and rainfall.

The work proposes an intelligent architecture model that applies machine learning algorithms to systems that
are capable of making reliable agricultural forecasts. The model is provided the weather data, soil
characteristics and historical farm yield. The model is able to calculate the crop type, amount of fertilizer
required to achieve a particular crop yield. Further, it rectifies the class imbalance issues by oversampling
techniques including SMOTE. This allows farmers to receive reliable suggesting services accordingly, cutting
risk and increasing output. The project enhances agriculture by providing effective solutions to emerging issues
with no geographical or economic limitations.
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GAP IDENTIFIED BASED ON LITERATURE SURVEY:

Many experts and scientists have pointed out the lack of models needed for handling large datasets and dealing
with various climatic conditions as the major reason for unfavourable results in forecasting. The applicability of
various methods by other researchers highlights the issue of significant feature selection and classifier
adjustment that allow damages caused by environmental factors to be predicted with greater accuracy optimal
farming and planting dimensions.

Key Gaps:

1.

Undesirable Feature Selection: Many of the models in Paprika have failed to recommend relevant
environmental attributes that will affect the growth and yield of the crops.

Limited Classifier Performance: Availability of good algorithms has not been upheld in existing systems
which leads to low accuracy and poor scaling of the models.

Dataset Imbalance: Class distribution imbalance in agricultural datasets has been proposed and practiced
sometimes ignoring the class balance bias when making predictions.

Inability of recommending Fertilizers Incorporation: A small number of the systems have been
developed that are able to provide fertilizer recommendations that suit soil and crops which limits the
chances of making beneficial practices.

Limited intake and readjustment: Outdated models have a problem with operational and readjustment
processes with newest information.

PROBLEM STATEMENT:
Preparing a set of crops models according to the environmental parameters is not straightforward as it involves
a number of relevant features and complex models that need to be built.

Key Challenges:

1.

Feature Selection: Understanding and determining which environmental attribute is essential for the crop
growth.

Model Accuracy: Making classifiers that will make the predictions true for a single or variety of datasets
with the set of crops models.

Data Imbalance: Incorporating class imbalance problem contained in agricultural data which has an
oversampling solution.

Fertilizer Recommendations Incorporation: Fulfilling the necessity of practical intelligence for herding
plans.

Usefulness and adjustability: Nomenclature of the model precision to a dynamic atmosphere with real-
time information.

PROPOSED METHOD:
The project suggests a machine learning enhanced artificial biological system with a proper feature selection
and classification methods for predicting crops. The methodology includes:

1.

Data Preprocessing: Data containing pricing or other environmental set meanings modification and
standardization.

Feature Selection: Employing BORUTA and RFE algorithms to identify significant attributes.
Classifier Training: Implementing algorithms like Random Forest, SVM, and KNN to develop
predictive models.

Oversampling Techniques: Addressing class imbalances with SMOTE and Random Oversampling.
Fertilizer Recommendations: Integrating KNN-based predictions for optimal fertilizer use.
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DATASET:

The dataset comprises environmental attributes such as soil type, rainfall, temperature, and humidity, alongside
labeled crop data. It includes approximately 22 crop types with additional metadata for fertilizer
recommendations. Preprocessing steps involve data normalization and shuffling to ensure uniformity. Class
imbalances are addressed using techniques like SMOTE and Random Oversampling. Feature selection
algorithms, including BORUTA and RFE, are applied to identify critical attributes influencing crop growth and
yield.

METHODOLOGY:
* DB Pre-processing:

* The agricultural db that has environmental attributes and crop names and ids attached to them was imported.
* The data set was normalized and shuffled to avoid bias.

* The dataset was divided into training and testing set for the testing of the model.

* Feature Selection:

» Use BORUTA to ascertain the significant environmental features affecting crop yield.

» Employ RFE in the feature selection process in order to obtain the best possible model input attributes.

* Classifier Implementation:

* Multiple machine learning classifiers such as Random Forest, SVM, KNN, and Bagging Classifiers will be
trained.

« Evaluate performance using precision, recall, F1-score and accuracy metrics.
* Oversampling Techniques:
* Counteract dataset imbalance using SMOTE and Random Oversampling.

* The classifiers will be retrained using oversampled datasets in order to increase performance.
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* Fertilizer Prediction:

« KNN Model will be trained using the cleaned fertilizer text data.
* Based on the crop types predicted, suggest the fertilizer according to the soil and climatic conditions.
* Yield Prediction:

* Crops yield can be further estimated by extending the model using the particular environmental parameters
selected.

« For accuracy check the predictions with the real data collected.

* Model Validation and Optimization:

* Evaluate how the classifier has performed over time based on various metrics.
* Improve hyperparameters to maximize accuracy as well as the scalability.

* System Deployment:

* Create a UI for farmers to enter data and get predictions from the system.

* The display allows for real time recommendations and prediction usage.

* Performance Analysis:

* Graphs and charts will be used to visualize the accuracy metrics.

» Showcase improvement by comparing the baseline models against the optimized models.

RESULTS:
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Graph x-axis represents Crop Names in dataset and y-axis represents counts of records available for that crop
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Sampling Technique Classifiers  Precison Recall  FScore Accuracy
0 Without Sampling Naive Bayes 98.840326 098856840 98.820364 98.863636
1 Without Sampling Decision Tree 98.804441 98.901696 98.786229 98.863636
2 Without Sampling SVM 98.840326 98.856840 98.820364 98.863636
3 Without Sampling KNN 96.468574 96.467797 96.214773 96.363636
4 Without Sampling Bagging Classifier 99.107471 99.140931 99.065819 99.090909
5 Without Sampling Random Forest 99282297 99.380165 99.277795 99.318182

6 Without Sampling Feed Forward Neural Network 98.350901 98.333515 98.325077 98.409091

Train all algorithms without applying any SAMPLING or features selection algorithms and then we can see
accuracy and other metrics for each algorithm

Sampling Technique Classifiers  Precison Recall  FScore Accuracy
0 SMOTE Sampling Naive Bayes 99.179842 99.145827 99.133463 99.090909
1 SMOTE Sampling Decision Tree 98503788 98.386080 98.415365 98.409091
2 SMOTE Sampling SVM 99.179842 99.145827 99.133463 99.090909
3 SMOTE Sampling KNN 96.146947 96.092082 95.807161 95.909091
4 SMOTE Sampling Bagging Classifier 99.207133 99.236271 99.206475 99.090909
5 SMOTE Sampling Random Forest 99.368487 99.343455 99.339967 99.318182

6 SMOTE Sampling Feed Forward Neural Network 98.737436 98.886621 98.760258 98.636364
Training all algorithms by applying SMOTE sampling on training features

Sampling Technique Classifiers  Precison Recall FScore Accuracy
0 ROSE Sampling Naive Bayes 98.868237 98.997551 98.905184 98.863636
1 ROSE Sampling Decision Tree 99493386 99.615200 99.542781 99.545455
2 ROSE Sampling SVM 98.868237 98.997551 98.905184 98.863636
3 ROSE Sampling KNN 97.590659 97.804315 97.588398 97.500000
4 ROSE Sampling Bagging Classifier 99.059220 99.156063 99.094940 99.090909
5 ROSE Sampling Random Forest 99.326599 99.372513 99.343546 99.318182
6 ROSE Sampling Feed Forward Neural Network 99.245690 99.074074 99.140565 99.090909

Training all algorithms with Random Over Sampling
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Features Selection Total Features Selected Features Classifiers Precison Recall FScore Accuracy
0 BORUTA 7 6 Naive Bayes 99.493386 99493386 99.493386 99.545455
1 BORUTA 7 6 Decision Tree 98681996 98465473 98.505807 98.636364
2 BORUTA 7 6 SVM 99.493386 99.493386 099.493386 99.545455
3 BORUTA 7 6 KNN 98.564763 98564763 98.505838 98.636364
4 BORUTA 7 6 Bagging Classifier 99.305081 99.254151 99.246344 99318182
5 BORUTA 7 6 Random Forest 99.531025 99493386 99.498674 99.545455
6 BORUTA 7 6 Feed Forward Neural Network 98.777416 98.789143 98.776831 98.863636

Accuracy and other metrics output obtained after applying BORUTA

Features Selection Total Features Selected Features Classifiers Precison Recall FScore  Accuracy
0 RFE 7 5 Naive Bayes 99.494949 99431818 99.429590 99.545455
1 RFE 7 5 Decision Tree 99222978 99.331109 99.256555 99.318182
2 RFE 7 5 SVM 99.494949 99.431818 99.429590 99545455
3 RFE 7 5 KNN  97.080751 96.709957 96.770479 97.045455
4 RFE 7 5 Bagging Classifier 99.783550 99.715809 99.742508 99.772727
5 RFE 7 5 Random Forest 100.000000 100.000000 100.000000 100.000000
6 RFE 7 5 Feed Forward Neural Network ~ 98.623737 98.555195 98.523507 98.636364

Applying RFE features selection algorithm and then training all the algorithms and then Random Forest got
100% accuracy after applying RFE

SOIL Test Data : 26.75754171 81.17734011
5.96037006 272.2999056 | PREDICTED CROP =====

Predicted Yield = 248.35443606800033 Bags
rice fertilizers

We can see SOIL test data and then we can see predicted crop for test data is ‘RICE’and in next line we can see
predicted YIELDand in next line we can see required fertilizers

CONCLUSION

The outcome of this project is the creation of a smart crop prediction system. This system utilizes the use of
feature selection methods and machine learning classifiers. Because of the appropriate techniques to tackle
challenges like imbalances in the dataset and stillness of the environmental conditions, the system is able to
achieve high levels of accuracy in regards to predicting the possible crops, fertilizers alongside the expected
yields. Real world experiments show that it has the ability to enable efficient farming planning and decision
making. SMOTE, BORUTA, and RFE are integrated for model training and efficient feature selection. Suitable
for expansion, it can be adopted in combination with other frameworks to provide farmers with specific features
that can boost their productivity and promote sustainability. Future upgrades will have consumers, suppliers,
and buyers provide real time data, with inclusion of new crops.
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