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Abstract  

Sentiment Analysis (SA) is currently a very significant area of Natural Language Processing (NLP) owing 

to the constant increase in the amount of text-based online communication on social networking sites, 

review websites, discussion forums, and news sources. The widespread rise of web communication has 

thus necessitated increasingly strong systems able to extract subjectivity from text in order to capture 

opinions, feelings, and attitudes. This review of literature provides a comprehensive overview of the 

emergence and evolution of sentiment analysis methods, with a focus on three major pillars: datasets, tools 

and libraries, and evaluation metrics. It discusses prominent corpora used, compares performance metrics, 

and introduces the tools and frameworks that have enabled sentiment classification implementation. In 

addition, the review highlights emerging trends like the combination of deep learning and transfer learning 

and highlights important challenges and considerations for future work, including multilingual analysis, 

sarcasm detection, and model interpretability. The literature review is a detailed overview of sentiment 

analysis studies, highlighting datasets, tools, and evaluation metrics. The article canvases major 

methodologies, benchmark corpora, and relative results, and provides a snapshot overview of 

developments in the field over this timespan. 
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1. Introduction 

The age of digitalization has brought about an unprecedented amount of text data fueled by the 

ubiquitous use of social media websites, product reviews, online discussion forums, and other web-

based communication mediums. This user-generated content is frequently filled with rich opinions 

and sentiments and thus is an important source of information for companies, governments, 

researchers, and individuals looking to gauge public attitudes and behaviors. Sentiment Analysis 

(SA), an offshoot of Natural Language Processing (NLP), is devoted to extracting and interpreting 

subjective opinion from text. Sentiment Analysis is a fundamental component in taking 
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unstructured text and converting it into structured knowledge, assisting applications like brand 

surveillance, market assessment, customer support automation, medical feedback analysis, and 

political poll forecasting. Developments in computational linguistics, statistical modeling, and 

machine learning have influenced sentiment analysis. Classic methods depended mostly on 

sentiment lexicons and hand-designed rules, which tended to suffer from language uncertainty, 

sarcasm, and domain-specific vocabulary. In recent times, the combination of supervised machine 

learning algorithms and deep learning models has greatly enhanced the accuracy and robustness of 

sentiment classification. 

In spite of these developments, the performance of sentiment analysis models heavily relies on the 

presence of good-quality annotated datasets, the selection of suitable tools and frameworks, and 

careful evaluation with standardized metrics. This review seeks to systematically review these three 

building blocks. It also provides insights into current trends, such as the move towards domain-

specific modeling, the use of transfer learning, and the growing emphasis on multilingual sentiment 

analysis. Furthermore, it points out issues like the management of negation, the detection of 

sarcasm, and guaranteeing equity and ethical usage of sentiment analysis technologies. 

 

Figure 1 : This figure illustrates the three main sentiment categories—Negative, Neutral, and 

Positive—used in sentiment analysis to classify user opinions or emotions. 

1.1 Important Notations 

a) Subjectivity/Objectivity- To perform sentiment analysis we first need to identify the 

subjective and objective text. Only subjective text holds the sentiments. Objective text 

contains only factual information. 

Example- 

1.) Subjective: Titanic is a superb movie. 

(this sentence has a sentiment(superb), thus it is subjective ) 2.)Objective: James Cameron 

is the director of titanic.(this sentence has no sentiment, it is a fact ,thus it is objective)[3] 

b) Polarity- Further subjective text can be classified into 3 categories based on the sentiments 

conveyed in the text. 
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1.) Positive: I love new Samsung galaxy mobile. 

2.) Negative: The picture quality of camera was awful. 

3.) Neutral: I usually get hungry by noon. (this sentence has user’s views, feelings hence 

it is subjective but as it does not have any positive or negative polarity so it is neutral. This 

positive, negative and neutral nature of text is termed as polarity of text. There is a lot of 

debate whether to take two or three classes but it is found that by considering neutral class 

accuracy gets increased. There are two ways for it: either classify text into two classes 

positive/negative and neutral and then further handling positive/negative or classify text into 

three classes in first step only[3]. 

c) Sentiment level- sentiment analysis can be performed at various levels - 

 Document Level- In it the whole document is given a single polarity positive, negative 

or objective[1] . 

 Sentence Level – In it document is classified at sentence level. Each sentence is analyzed 

separately and classified as negative, positive or objective. Thus overall document has 

a number of sentences where each sentence has its own polarity. 

 Phrase Level- It involves much deeper analysis of text and deals with identification of 

the phrases or aspects in a sentence and analyzing the phrases and classify them as 

positive, negative or objective. It is also called aspect based analysis.[3] 

 

Figure 2: Sentiment Analysis Process 

1.2  Types of Sentiment Analysis 

There are various types of sentiment analysis depending on how deep and in what way sentiment 

is detected: 

 Binary Sentiment Analysis: This is the simplest type, categorizing text into two classes—

positive or negative. It is appropriate for use in determining overall opinions in product 

reviews or brand sentiment but is not subtle enough for neutral or uncertain phrases. 
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Figure 3 : This figure illustrates the concept of FFT–TIFS-based binary sentiment analysis 

using frequency and power values derived from SentiWordNet scores and Fast Fourier 

Transform (FFT). 

 Multi-class Sentiment Analysis: Extends beyond binary classification by including more 

categories such as neutral, very positive, and very negative. This aids in providing a more 

nuanced understanding of sentiment but often demands more complex models and 

annotated data. 

 

Figure 4 : This figure illustrates a sentiment classification framework using a Multi-Layer 

Perceptron (MLP) with feature selection, extraction, and detection stages leading to binary 

sentiment output (positive or negative). 

 Aspect-Based Sentiment Analysis (ABSA): ABSA detects sentiment for particular 

elements or attributes within a sentence. For instance, in the comment "The screen is great 

but the battery life is bad," ABSA separates positive sentiment for the screen and negative 
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sentiment for battery life. This kind is particularly important in product feedback analysis 

and competitive benchmarking. 

 

 

Figure 5 : This figure presents a pipeline for aspect-based sentiment analysis involving data 

preprocessing, labelling, word embedding, and dual model training for aspect detection and 

sentiment classification. 

 

 Emotion Detection: Identifies emotions like happiness, anger, sadness, and fear. It is more 

granular than polarity-based sentiment analysis and usually employs emotion lexicons or 

deep learning models. Beyond polarity, tries to recognize precise emotions like anger, joy, 

fear, or sadness. It usually employs emotion lexicons (e.g., NRC Emotion Lexicon) or deep 

learning models that are trained on emotion-labeled datasets. It is especially beneficial in 

psychological studies, mental health, and personalized recommendations. 

 

Figure 5 : This figure illustrates facial emotion recognition  

 

 Fine-grained Sentiment Analysis: Commonly found in online shopping websites, this 

form employs numerical scales (such as 1–5 stars) to provide sentiment scores. These 
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systems facilitate improved comprehension of degree and strength of sentiment, particularly 

in product and service reviews 

 

 

Figure 6 : This figure shows a hybrid emotion classification framework combining topic 

modeling (LDA), word embeddings (Word2Vec), and BERT-TextCNN-B for analyzing 

comments through emotional dictionaries and structured workflows. 

1.3 Applications of Sentiment Analysis 

Sentiment analysis finds applications in a wide range of domains due to its ability to extract valuable 

insights from textual data: 

 Business Intelligence and Customer Feedback: Analyzing product reviews, social media 

mentions, and customer service interactions to gauge customer satisfaction and improve 

services. 

 Financial Market Prediction: Used to assess investor sentiment from news, blogs, and 

tweets to predict stock price movements. 

 Healthcare: Evaluating patient feedback, electronic health records, and social media posts 

to assess patient experience and mental health trends. 

 Political and Social Research: Monitoring political campaigns, public reactions to policies, 

or social movements by analyzing public discourse on digital platforms. 

http://www.ijcrt.org/


www.ijcrt.org                                                   © 2018 IJCRT | Volume 6, Issue 4 November 2018 | ISSN: 2320-2882 

IJCRT1136007 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 52 
 

 Brand Monitoring: Companies use sentiment tools to track mentions and sentiment toward 

their brand in real time. 

 Human Resources: Internal sentiment analysis tools help assess employee feedback for 

organizational development and morale tracking. 

 Education: Analyzing feedback from students to improve course content and teaching 

methods. 

 Cybersecurity and Risk Analysis: Detecting threatening or harmful language that may 

suggest security risks or public safety concerns. 

2. Datasets in Sentiment Analysis 

The performance of sentiment analysis systems depends heavily on the quality and relevance of 

annotated datasets. The most influential datasets commonly used in sentiment analysis research 

include: 

 Sentiment140: Contains 1.6 million labeled tweets annotated automatically using 

emoticons as indicators of positive or negative sentiment. It was instrumental in early social 

media analysis tasks [1]. 

 IMDB Movie Reviews Dataset: Features 50,000 reviews evenly split between positive and 

negative sentiment. It provides a benchmark for binary sentiment classification [6]. 

 Amazon Product Reviews: A massive dataset with fine-grained ratings from 1 to 5 stars 

across categories. Used extensively to test aspect-based sentiment analysis models [7][8]. 

 Yelp Dataset Challenge: Includes reviews and ratings of businesses. Useful for multi-

domain sentiment classification [9]. 

 SemEval Datasets (2016-2017): These datasets included sub-tasks on sentiment polarity, 

aspect extraction, and opinion expression. They served as a standard benchmark for 

evaluating both lexicon and machine learning approaches [2][10]. 

 Stanford Sentiment Treebank (SST): Offers fine-grained sentiment labels at the phrase 

level with a parsed tree structure, useful for syntactic sentiment analysis [11]. 

 TASS Corpus: Focused on Spanish-language tweets, supporting multilingual sentiment 

analysis tasks [12]. 

 Financial PhraseBank: Contains financial news statements annotated by experts, widely 

used in domain-specific financial sentiment modeling [13]. 

 

 

http://www.ijcrt.org/


www.ijcrt.org                                                   © 2018 IJCRT | Volume 6, Issue 4 November 2018 | ISSN: 2320-2882 

IJCRT1136007 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 53 
 

References Year Task Data set Algorithm 
36 2011 Sentiment analysis Digital camera reviews Multi class SVM 

37 2011 Sentiment analysis Training data in 
Chinese 

Semantic 

38 2011 Sentiment 
classification 

Movie reviews Lexicon based, semantic 

39 2011 Sentiment analysis Product reviews Statistical(machine 
learning), semantic 

40 2012 Feature selection Movie reviews Statistical, maximum 
entropy 

41 2012 Sentiment 
classification 

Restaurant reviews Naïve bayes, svm 

42 2012 Sentiment analysis News Lexicon based 

43 2012 Emotion detection Blogs data Corpus based 

44 2012 Emotion detection Emotions corpus Lexicon based, SVM 

45 2013 Sentiment 
classification 

Movie, camera, book, 
GPS reviews 

Artificial neural network, 
SVM 

46 2013 Sentiment 
classification 

Tweets and movie 
reviews 

SVM, Naïve bayes 

47 2014 Sentiment analysis Facebook data Lexicon based, machine 
learning 

48 2015 Sentiment analysis Tweets Hybrid(lexicon+ learning 
algorithm) 

49 2015 Sentiment analysis Movie, book, product 
reviews 

SVM 

50 2016 Sentiment analysis Tweets Lexicon based 

51 2016 Sentiment analysis Starbucks twitter 
dataset 

Dynamic architectural 
artificial neural networks 

 

    Table 1 : Summarise the task of sentiment analysis using distinct datasets and algorithms 

3. Sentiment Analysis Tools and Libraries 

Numerous open-source tools and APIs facilitated SA research during this period: 

 NLTK and TextBlob: These Python libraries supported basic sentiment analysis with built-

in lexicons. TextBlob used Naive Bayes classifiers and rule-based parsing [14]. 

 SentiStrength: A lexicon-based tool designed for short informal text, such as tweets and 

social comments. It assigns strength scores from -5 (very negative) to +5 (very positive) 

[3][15]. 

 Stanford CoreNLP: Provides an integrated suite of NLP tools including part-of-speech 

tagging and constituency parsing. Its sentiment module uses recursive neural networks 

[11][16]. 

 VADER (Valence Aware Dictionary for sEntiment Reasoning): Specifically tuned for 

social media sentiment. Effective with emoticons, slangs, and punctuation [17]. 

 Gensim + Word2Vec: Used to generate word embeddings that fed into machine learning 

models. Widely applied in neural sentiment classifiers [1][18]. 
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 OpenNLP and spaCy: Provided additional options for tokenization, tagging, and parsing. 

SpaCy became known for its speed and modern architecture [19]. 

 RapidMiner: A visual data science platform that enabled sentiment workflows with 

minimal coding [20]. 

 IBM Watson NLU and Google Cloud NLP: Cloud-based APIs that provided sentiment 

scores, emotion analysis, and entity recognition [21][22]. 

4. Evaluation Metrics 

Evaluation metrics help gauge the performance of SA systems and vary by task (binary, multi-class, 

aspect-based): 

 Accuracy: Simple but can be misleading with imbalanced datasets [23]. 

 Precision, Recall, F1-Score: Precision indicates correctness of positive predictions, recall 

indicates coverage, and F1 balances the two. Essential in multi-class and real-world tasks 

[24]. 

 AUC-ROC: Measures classification quality in probabilistic models. Used in binary 

sentiment studies such as Liu et al. [4]. 

 Macro/Micro Averaging: Macro gives equal weight to all classes; micro favors large 

classes. Crucial in datasets like SemEval with label imbalance [2]. 

 Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE): Used in 

regression-based sentiment scoring models, especially in rating prediction tasks [25]. 

 Kappa Statistic: Evaluates inter-rater agreement in manually annotated datasets [26]. 

5. Comparative Study and Trends 

 Lexicon vs. Machine Learning: Lexicon-based systems like VADER and SentiStrength were 

easy to use but less accurate in complex sentences. Supervised models, such as SVMs and 

logistic regression, improved classification accuracy across domains [27][28]. 

 Rise of Deep Learning: Recurrent Neural Networks (RNNs), LSTMs, and CNNs became 

dominant post-2016. Baziotis et al. employed deep LSTM with attention for Twitter sentiment 

[5], and Zhang et al. used CNN for sentence-level classification [29]. 

 Domain-Specific Models: Studies tailored sentiment models for finance [13], healthcare [30], 

and politics [31], showing increased precision over general-purpose systems. 

 Transfer Learning: GloVe and FastText embeddings were used to initialize neural models, 

significantly boosting results in low-data scenarios [32][33]. 
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 Multilingual Sentiment: TASS and Multi-Domain datasets enabled exploration of sentiment 

across languages and cultures [12][34]. 

Approach Method Strengths Weaknesses References 

Lexicon-based VADER, 

SentiStrength 

Interpretable, easy to 

implement 

Poor with sarcasm, 

domain-specific 

slang 

[3], [17] 

Machine 

Learning 

SVM, Logistic 

Regression 

Better accuracy than 

lexicon-based 

Requires feature 

engineering 

[27], [28] 

Deep Learning LSTM, CNN, RNN Captures sequence and 

context, high 

performance 

Requires large data, 

less interpretable 

[5], [29] 

Domain-

specific Models 

Financial 

PhraseBank, 

Clinical Notes 

Tailored to specific use-

cases, higher precision 

Requires annotated 

domain data 

[13], [30], 

[31] 

Transfer 

Learning 

GloVe, FastText Better generalization, 

works with limited 

labeled data 

May still need fine-

tuning 

[32], [33] 

Multilingual 

Analysis 

TASS Corpus, 

SenticNet 

Cross-lingual capability Resource-scarce for 

low-resource 

languages 

[12], [34] 

 

Table 2 : This table shows a comparative overview of sentiment analysis approaches, highlighting 

their methods, strengths, weaknesses, and key references. 

6. Conclusion 

Sentiment analysis has developed into a mature area, partly because of advancements in deep 

architectures, the emergence of domain-specific resources, and greater access to diverse and large-

scale data sets. The relative results and studies investigated in this review illustrate that there is no 

one-size-fits-all solution and model effectiveness greatly relies on the domain, language, and 

quality of the data. The increasing use of hybrid approaches—combining rule-based, statistical 

learning, and neural embeddings—has considerably improved the capacity to identify subtle 

sentiment patterns in diverse contexts. 

Nevertheless, a number of challenges still exist. They involve detecting sarcasm and irony, context 

disambiguation, low-resource and multilingual language processing, and ethical ones like training 
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data bias and explainability of automated decision-making. Additionally, interpretability of deep 

learning models is still poor, so it becomes hard for end-users to interpret and rely on model 

predictions. 
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